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The deep learning objective

very high level representation:
MAN]| [SITTING
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.. etc ...
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slightly higher level representation

raw input vector representation:

L'=[23[1920 18
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Major paradigms for deep learning

=  Deep neural networks: The model should be interpreted as a
computation graph.

=  Supervised training: E.g., feedforward neural networks.
=  Unsupervised training (later in the course): E.g., autoencoders.

=  Special architectures for different problem domains.

=  Computer vision => Convolutional neural nets.
= Jext and speech => Recurrent neural nets.
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computation graph.
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ImageNet Challenge

1.2 million images

1 thousand object
categories.

Goal is to classify

what type of object is
present in an image.

© Numbers in brackets: (the number of
synsets in the subtree ).

Treemap Visualization Images of the Synset

A  ImageNet 2011 Fall Release ' Misc ' Food, nutrient

Downloads

ImageNet 2011 Fall (32326)
- plant, flora, plant life (4486)

.. geological formation, formation (1
. natural object (1112)

.- sport, athletics (176)

- artifact, artefact (10504)

- fungus (308)

~- person, individual, someone, somel
animal, animate being, beast, brut:
. Misc (20400)

- julienne, julienne vegetable (0)
- raw vegetable, rabbit food (0)
- pulse (0)

- goa bean (0)

- kidney bean (0)

- navy bean, pea bean, white bea
- pinto bean (0)

- frijole (0)

- black bean, turtle bean (0)

-- snap bean, snap (0)

- string bean (0)

- Kentucky wonder, Kentucky wol
- scarlet runner, scarlet runner b
- haricot vert, haricots verts, Fre
- green bean (5)

-- wax bean, yellow bean (0)

- Fordhooks (0)

- lima bean (1)

- sieva bean, butter bean, butterl
- fava bean, broad bean (0)

- areen sovbean (0)
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Neural networks for computer vision

= Design neural networks that are specifically adapted to:
= Deal with very high-dimensional inputs
= E.g. 150x150 pixels = 22,500 inputs, or 3x22,500 if RGB
= Exploit 2D topology of pixels (or 3D for video)

= Built-in invariance to certain variations we can expect
= Translations, illumination, etc.
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Convolutional Neural Networks

Feedforward network

Convolutional neural network (CNN)
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— depth
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//A ‘ output layer
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hidden layer 1  hidden layer 2

CNN characteristics:

Input is usually a 3D tensor: 2D image x 3 colors

Each layer transforms an input 3D tensor to an output 3D tensor using a
differentiable function.
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Convolutional Neural Networks

Feedforward network

Convolutional neural network (CNN)

O—>0O
Vlé ‘%\\(’{?.\ oodcifi] height
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\“'//A\\ ‘ output layer b

input layer

hidden layer 1 hidden layer 2

Convolutional neural networks leverage several ideas.
1. Local connectivity.

2. Parameter sharing.
3. Pooling hidden units.
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Convolutional Neural Networks: Key Idea 1

1. Features have local receptive fields.

= Each hidden unit is connected to a patch of the

input image. / -

= Units are connected to all 3 colour channels. @§

—=00000D
r 17 = receptive field /32

|

depth

depth = # filters
(a hyperparameter)
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Convolutional Neural Networks: Key Idea 2

2. Share matrix of parameters across units.
= Constrain units within a depth slice (at all positions) to have same weights.

= Feature map can be computed via discrete convolution with a kernel
matrix.

feature map |: [

same color

same matrix
of connections
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Convolutional Neural Networks: Key Idea 3

3. Pooling/subsampling of hidden units in same neighbourhood.

224x224x64

112x112x64
pool 7

Inpuc layer (S1) 4 feature maps —=

Eﬂ (Cl) 4 feature maps (S2) 6 feature maps  (C2) 6 feature maps

!

p— . D - B 112
O o 224 downsampling
- 112

l convolution layer | sub-sampling layer | convolution layer | sub-sampling layer lfully connected MLPl 224
Example:
— Single depth slce
Dimensionality is reduced via subsampling/pooling x| . 2|4

max pool with 2x2 filters

56|78 and stride 2 6 | 8
— 30210 3|4
2 4

Features become more high-level and abstract 1 3

y
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Feed-forward NNs to CNNs: In detail

Consider 1-D inputs for simplicity, then generalize to 2-D.
In a standard FF-NN, we feed all the input features to the hidden layer:

660606000 o
hi = ¢(w'x +b),x = |20, ..., 5]
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Feed-forward NNs to CNNs: In detail

= |n a convolutional layer, we group the input units together, and apply the same
function to these different groups.

= This is the idea of parameter sharing and local receptive fields.

hy = (W' [05%1] +Hb)
he = o(W ' [21, @3] +1B)

The parameters for the hidden units are
shared... but the inputs are different
and local!
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Feed-forward NNs to CNNs: In detail

= |n a convolutional layer, we group the input units together, and apply the same
function to these different groups.

= This is the idea of parameter sharing and local receptive fields.
=  Mathematically equivalent to a discrete convolution operation.

hy = (W' [05%1] +Hb)
he = o(W ' [21, @3] +1B)

The parameters for the hidden units are
shared... but the inputs are different
and local!
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Feed-forward NNs to CNNs: In detail

= The goal is to learn convolutional “kernels”
that extract useful information.

= Some examples:
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Blurring, i.e., averaging pixels in the
receptive field

olo|o|o|e
ololk|ole
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Vertical edge detector, i.e., subtracting
side-by-side pixels
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Feed-forward NNs to CNNs: In detail

Can stack multiple convolutional layers.

Can vary the width/size of the receptive field.

Can apply multiple convolutions to the same input.

Can vary the “stride” (i.e., spacing between receptive fields). #

It is common to add zero-padding to allow the application of
ALLLLLL
stride = 1 stride = 2

the kernel near the boundary.
-2 1 1 I

ofl1([2]-1]-3]o — T
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Feed-forward NNs to CNNs: In detail

Pooling layers are often inserted between
convolutional layers.

Simply take the max of inputs in a receptive field. #
Further reduces the dimensionality.

(Less popular in last couple years)

Example of 2D pooling:
Single depth slice

1 2|4

X

max pool with 2x2 filters
and stride 2 6 8

1
5|6 |78
312|110 3|4
1 | 2 eSS

y
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. In detail

to CNNs

forward NNs

In 2D we group patches together in receptive fields.
l.e., a 2x2 convolution groups 2x2 patches:

Feed

18
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CNNs: Putting it all together

=  Alternate between convolutional, pooling, and fully connected layers.

. Fully connected layer typically only at the end.

= Train full network using backpropagation.

(image from Yann Lecun) Layer 3
256@6x6 Layer4 —
Layer 1 utput
256@1x1
, 64x75x75 ~ Layer2 101
1nput 64@14x14

83x83

9x9
9x9 10x10 pooling,  convolution

convolution 5x5 subsampling (4096 kernels) N ik et
(64 kernels) X% subsamp

v
6x6 pooling ~~>

Fully
connected
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CNNs: Example in PyTorch

# Convolutional neural network (two convolutional layers)
class ConvNet(nn.Module):

def

def

__init__(self, num_classes=10):

super(ConvNet, self).__init_ ()
self.layerl = nn.Sequential(
nn.Conv2d(1, 16, kernel_size=5, stride=1, padding=2),
nn.BatchNorm2d(16),
nn.ReLU(),
nn.MaxPool2d(kernel_size=2, stride=2))
self.layer2 = nn.Sequential(
nn.Conv2d(16, 32, kernel_size=5, stride=1, padding=2),
nn.BatchNorm2d(32),
nn.ReLU(),
nn.MaxPool2d(kernel_size=2, stride=2))
self.fc = nn.Linear(7x7%32, num_classes)

forward(self, x):

out = self.layerl(x)

out = self.layer2(out)

out = out.reshape(out.size(0), -1)
out = self.fc(out)

return out
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: Example

CNNs

RELU RELU

CONV
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From: http://cs231n.github.io/convolutional-networks/
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ImageNet Challenge

Millions of images.

Thousands of object
categories.

Goal is to classify

what object is present

in an image.

© Numbers in brackets: (the number of
synsets in the subtree ).

Treemap Visualization Images of the Synset

A  ImageNet 2011 Fall Release ' Misc ' Food, nutrient

Downloads

ImageNet 2011 Fall (32326)
- plant, flora, plant life (4486)

.. geological formation, formation (1
“ natural object (1112)

.- sport, athletics (176)

- artifact, artefact (10504)

- fungus (308)

~- person, individual, someone, somel
animal, animate being, beast, brut:
. Misc (20400)

- julienne, julienne vegetable (0)
- raw vegetable, rabbit food (0)
- pulse (0)

- goa bean (0)

- kidney bean (0)

- navy bean, pea bean, white bea
- pinto bean (0)

- frijole (0)

- black bean, turtle bean (0)

-- snap bean, snap (0)

- string bean (0)

- Kentucky wonder, Kentucky wol
- scarlet runner, scarlet runner b
- haricot vert, haricots verts, Fre
- green bean (5)

-- wax bean, yellow bean (0)

- Fordhooks (0)

- lima bean (1)

- sieva bean, butter bean, butterl
- fava bean, broad bean (0)

- areen sovbean (0)
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Example: ImageNet with AlexNet

SuperVision (a.k.a. AlexNet, 2012):

o

Max
pooling
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Example: ImageNet with AlexNet

= SuperVision (a.k.a. AlexNet, 2012):

/Image/

 Trained with stochastic gradient descent on
two NVIDIA GPUs for about a week

650,000 neurons

60,000,000 parameters

630,000,000 connections

Final feature layer: 4096-dimensional

O Convolutional layer: convolves its input
with a bank of 3D filters, then applies
point-wise non-linearity

Fully-connected layer: applies linear
I:] filters to its input, then applies point-
wise non-linearity
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Example: ImageNet with AlexNet

= SuperVision (a.k.a. AlexNet, 2012):

Trained with stochastic gradient descent on Example features learned by the
first convolutional layers:

two NVIDIA GPUs for about a week
650,000 neurons

60,000,000 parameters

630,000,000 connections

Final feature layer: 4096-dimensional

Convolutional layer: convolves its input
O with a bank of 3D filters, then applies
point-wise non-linearity

/Image Fully-connected layer: applies linear
L ‘:I filters to its input, then applies point-
wise non-linearity
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ImageNet results (2012)

AlexNet drastically outperformed the
Y oup Ranking of the best results from each team

competition.
AlexNet success marked the start of
“ C , Error (5 predictions)
the “deep learning” era of machine -~
i 0.35
learning. =
0.25
0.2
g 0.15
Example AlexNet predictions: 0.1
= P S ™ 0.05
= - 0
& o & &£ &
Ie.nse‘:(ac';mera a_bacusahacus stug Elug hen hen]| AleXNet
Polaroid camera| |typewriter keyboard zucchini cock
pencil sharpener space bar ground beetle cocker spaniel
switch computer keyboard common newt partridge
combination lock accordion water snake English setter
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ImageNet results (2016)

ImageNet Classification Error (Top 5)

30,0

25,0

20,0

15,0

10,0

510 —l

A n 1 Y

2011 (XRCE) 2012 (AlexNet) 2013 (ZF) 2014 (VGG) 2014 Human 2015 (ResNet) 2016

(GoogleNet) (GooglLeNet-v4)
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VGG Net

16 layers (not including pooling)
= 3x3 convolutions only

= 138 million parameters

Pre-trained model is available for download and is a standard in the field

1-| NI 1-| NI 1-] NI O')' FI NI (‘OI FI NI <‘9I

-2l | &Yoo |02 ||| T |w]|w]|2]]lo!|~]|o
image > > (o} > > [} > > > (] > > > (o} > > > (o] 1) I3} I3} probabilities

= = o = = o = = = o [ = = O c = = o w= u= u=

o [} Q. [} [} Q. o o [} Q. o (=} o Q. o [} [} Q.

(3] (3} (3] o (&) (3] o (3] o (3} (3] o (3]
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ImageNet results (2016)

30,0

25,0

20,0

15,0

10,0

ImageNet Classification Error (Top 5)

2011 (XRCE) 2012 (AlexNet) 2013 (zF) 2014 (VGG) 2014 Human 2015 (ResNet) 2016
(GoogleNet) (GooglLeNet-v4)
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Residual networks (ResNets)

: : “ T “ ' ” ' 34-1 34|
Simple idea: Add “skip” or “residual” connections VGG N Reshet

between layers.

Allows for much, much deeper models with
hundreds or even thousands of layers!

Key component of most state-of-the-art CNNSs.

X

y

weight layer
]I'(x) l relu =
weight layer identity

William L. Hamilton. McGill Universitv and Mila



ImageNet results (2016)

ImageNet Classification Error (Top 5)

30,0

25,0

20,0

15,0

10,0

510 I l

an Bl =

2011 (XRCE) 2012 (AlexNet) 2013 (ZF) 2014 (VGG) 2014 Human 2015 (ResNet) 2016
(GooglLeNet) (GooglLeNet-v4)
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Achieving super-human performance?

= Estimated 3% error in the labels.
= Differences between labeling process and human assessment:
= |abels acquired as binary task. /s there a dog in this picture?

=  Human performance measured on 1K classes (>120 species of dogs in the
dataset).

= |abels acquired from experts (dog experts label the dogs, etc.).

= Machines and humans make different kinds of mistakes.
= Both have trouble with multiple objects in an image.
= Machines struggle with small/thin objects, image filters.
= Humans struggle with fine-grained recognition.

http://karpathy.github.io/2014/09/02/what-i-learned-from-competing-against-a-convnet-on-imagenet/
William L. Hamilton. McGill Universitv and Mila 32



Advanced CNN applications: Image captioning

Vision Language
Deep CNN Generating
RNN

5

A group of people
shopping at an
outdoor market.

There are many
vegetables at the
fruit stand.

"young girl in pink shirt is
swinging on swing."

"black and white dog jumps over
air” bar"

"baseball player is throwing ball
in game.”

"little girl is eating piece of cake."

William L. Hamilton. McGill Universitv and Mila

"woman is holding bunch of
bananas.

“man in blue wetsuit is surfing on

wave."

"black cat is sitting on top of
suitcase.”
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Advanced CNN applications: Scene parsing
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Practical tips for CNNs

Many hyper-parameters to choose!

Architecture: filters (start small, e.g. 3x3, 5x5), pooling, number of layers
(start small, add more).

Read papers, copy their method, then do local search.
Consider starting with VGGNet!

Consider using dropout and/or BatchNorm.
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Tip #1: Dropout regularization

Goal: Learn model that generalizes well, robust to variability.

Method: Independently set each hidden unit activity to zero with
probability p (usually p=0.5 works best).

Effect: Can greatly reduce overfitting.

William L. Hamilton. McGill Universitv and Mila
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Tip #2: Batch normalization

ldea: Feature scaling/normalization makes gradient descent easier.
= We already apply this at the input layer; extend to other layers.
=  Use empirical batch statistics to choose re-scaling parameters.

For each mini-batch of data, at each layer k of the network:
=  Compute empirical mean and var independently for each dimension

= Normalize each input: ¢k _ x-Ex"]
VAR[x®]

= Qutput has tunable parameters (y,[) for each layer: vk = y*. 3% + g

Effect: More stable gradient estimates, especially for deep networks.
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CNNs beyond vision

CNNSs are not only useful for image tasks!

They are becoming the standard in audio tasks and very competitive
in text processing tasks (e.g., sentiment classification).

wait
for [ [ [ [ | |
the
video - i NN 5 - N
and [T 1T [ ¢ \AZAY —\
do - : -
n't
rent | | | | | | -
it
L . J I L |
n x k representaton of Convolutional layer with Max-over-bme Fully connected layer
sentence with static and muitiple filler widths and pooling with dropout and
non.static channels feature maps softmax output
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Quick recap + more resources

= A good survey paper:

= Bengio, Courville, Vincent. Representation learning: A Review and New
Perspectives. IEEE T-PAMI. 2013. http://arxiv.org/pdf/1206.5538v2. pdf

= Notes and images in today’s slides taken from:
= http://cs231n.qithub.io/convolutional-networks/
= https.//colah.qgithub.io/posts/2014-07-Conv-Nets-Modular/
= http://www.cs.toronto.edu/~hinton/csc2535
= http://deeplearning.net/tutorial/
= http://www.iro.umontreal.ca/~bengioy/papers/ftml.odf
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