
RL: Policy Gradient --
Actor-Critic Algos



How do we decide what to do?

• Emotions/Intuition     :  

• Thinking 

• Reflexes/Habits

Vt(s) Qt(s, a)

St+1 = M(St, At, θ)

At = π(St, θ)



Policy Approximation

• Policy = a function from state to action

• How does the agent select actions?

• In such a way that it can be affected by learning?

• In such a way as to assure exploration?

•  Approximation: there are too many states and/or actions to represent all 
policies

• To handle large/continuous action spaces

⇡(a|s,✓)
We want to learn this directly!



Episodic policy gradients algorithm

r✓J✓(⇡) = E⇡[
T’
t=0

�tq⇡(St, At )r✓ log ⇡(At |St )]

I We can sample this, given a whole episode
I Typically, people pull out the sum, and split up this into separate gradients, e.g.,

�✓ t = �
tGtr✓ log ⇡(At |St )

such that E⇡[
Õ

t �✓ t ] = r✓J✓(⇡)
I Typically, people ignore the �t term, use �✓ t = Gtr✓ log ⇡(At |St )
I This is actually okay-ish — we just partially pretend on each step that we could have

started an episode in that state instead
(alternatively, view it as a slightly biased gradient)

. Or if we use γ=1, this is also ok.

Policy Gradient Theorem (PGT): 



REINFORCE (Monte-Carlo)
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Improvements to REINFORCE

Can we use our "trick" 
to improve REINFORCE? 

𝔼 (b(s)∇θ log(π(a |s, θ)) = 0



Reducing Variance:

X, Y are two random variables. 

X̄ = 𝔼(X) = 0
Ȳ = 𝔼(Y ) ≠ 0

Using samples of X, Y, I want to estimate:𝔼(YX) ≡ J
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Reducing Variance:

X, Y are two random variables. 
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Reducing Variance:

X, Y are two random variables. 

X̄ = 𝔼(X) = 0
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𝔼(YX) = 𝔼 [(Y − Ȳ )X + ȲX] = 𝔼 [(Y − Ȳ )X] + Ȳ𝔼 [X]

J ≈
1
N

N

∑
i

(Yi − Ȳ )Xi +
Ȳ
N

N

∑
i

Xi

Will eventually go to 0,
just adds noise!

}0
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REINFORCE with baseline:
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Actor-Critic Algorithms

ACTOR: policy π

CRITIC: value fct V (or Q)

Policy Gradient Theorem: REINFORCE Estimates G 
with Monte-Carlo



Actor-Critic Algorithms

ACTOR: policy π

CRITIC: value fct V (or Q)

Policy Gradient Theorem: Actor-Critic: use V and/or  
Q to estimate G, e.g. TD(0)



Actor-Critic 1-step TD / TD(0) estimate:
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A3C: Asynchronous Advantage Actor Critic:
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A3C: Asynchronous Advantage Actor Critic:

∇θ Jθ(π) = 𝔼 [
T

∑
t=0

γt (qπ(St, At) − vπ(St))∇θ log(π)]}
Advantage

A3C Results



GAE: Generalized Advantage Estimation

Use Advantage (i.e. G - V(S))

Use TD(λ) target for G

https://arxiv.org/abs/1506.02438
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m

∑
i

∂Qπ(A = π(S, θ), S)
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A = (a1, …, am), π = (π1, …, πm)
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Deterministic Policy Gradient:

How can we estimate ? When A = π(S, θ)

∇θ Jθ(π |S0 = S) ≈
m

∑
i

∂Qπ(A = π(S, θ), S)
∂ai

∇θπi(S, θ)

A = (a1, …, am), π = (π1, …, πm)

= ∇AQπ (A = π(S, θ), S)∇θπ(S, θ)

http://proceedings.mlr.press/v32/silver14.pdf



Deterministic Policy Gradient (on Continuous 
Control Tasks):

http://proceedings.mlr.press/v32/silver14.pdf



Deterministic Policy Gradient (on Continuous 
Control Tasks):

http://proceedings.mlr.press/v32/silver14.pdf

Actor Critic with stochastic policy

Deterministic Policy Gradient



Deep Deterministic Policy Gradient (DDPG):

https://arxiv.org/pdf/1509.02971.pdf



Conclusion

Policy Gradient Theorem:

REINFORCE: PGT + MC for estimate of G

Actor-Critic: PGT + V,Q for estimate of G

Deterministic Policy Gradient: ∇θ Jθ(π |S0 = S) ≈ ∇θQπ(π(S, θ), S)


