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Figure 12.2: Weighting given in the �-return to each of the n-step returns.

want, we can separate these post-termination terms from the main sum, yielding

G�

t = (1 � �)
T�t�1X

n=1

�n�1G(n)
t

+ �T�t�1Gt, (12.3)

as indicated in the figures. This equation makes it clearer what happens when
� = 1. In this case the main sum goes to zero, and the remaining term reduces to
the conventional return, Gt. Thus, for � = 1, backing up according to the �-return
is a Monte Carlo algorithm. On the other hand, if � = 0, then the �-return reduces

to G(1)
t

, the one-step return. Thus, for � = 0, backing up according to the �-return
is a one-step TD method.

Exercise 12.1 The parameter � characterizes how fast the exponential weighting
in Figure 12.2 falls o↵, and thus how far into the future the �-return algorithm looks
in determining its backup. But a rate factor such as � is sometimes an awkward way
of characterizing the speed of the decay. For some purposes it is better to specify a
time constant, or half-life. What is the equation relating � and the half-life, ⌧�, the
time by which the weighting sequence will have fallen to half of its initial value?

We are now ready to define our first learning algorithm based on the �-return:
the o↵-line �-return algorithm. As an o↵-line algorithm, it makes no changes to the
weight vector during the episode. Then, at the end of the episode, a whole sequence
of o↵-line updates are made according to our usual semi-gradient rule, using the
�-return as the target:

✓t+1
.
= ✓t + ↵

h
G�

t � v̂(St,✓t)
i
rv̂(St,✓t), t = 0, . . . , T � 1. (12.4)

The �-return gives us an alternative way of moving smoothly between Monte
Carlo and one-step TD methods that can be compared with the n-step TD way of
Chapter 7. There we assessed e↵ectiveness on a 19-state random walk task (Example
7.1). Figure 12.3 shows the performance of the o↵-line �-return algorithm on this task
alongside that of the n-step methods (repeated from Figure 7.2). The experiment was
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action-value prediction is

✓t+1
.
= ✓t + ↵

h
Ut � q̂(St, At, ✓t)

i
rq̂(St, At, ✓t). (10.1)

For example, the update for the one-step Sarsa method is

✓t+1
.
= ✓t + ↵

h
Rt+1 + �q̂(St+1, At+1, ✓t)� q̂(St, At, ✓t)

i
rq̂(St, At, ✓t). (10.2)

We call this method episodic semi-gradient one-step Sarsa. For a constant policy,
this method converges in the same way that TD(0) does, with the same kind of error
bound (9.14).

To form control methods, we need to couple such action-value prediction methods
with techniques for policy improvement and action selection. Suitable techniques
applicable to continuous actions, or to actions from large discrete sets, are a topic of
ongoing research with as yet no clear resolution. On the other hand, if the action set
is discrete and not too large, then we can use the techniques already developed in
previous chapters. That is, for each possible action a available in the current state St,
we can compute q̂(St, a, ✓t) and then find the greedy action A⇤

t = argmaxa q̂(St, a, ✓t).
Policy improvement is then done (in the on-policy case treated in this chapter) by
changing the estimation policy to a soft approximation of the greedy policy such as
the "-greedy policy. Actions are selected according to this same policy. Pseudocode
for the complete algorithm is given in the box.

Example 10.1: Mountain–Car Task Consider the task of driving an underpow-
ered car up a steep mountain road, as suggested by the diagram in the upper left
of Figure 10.1. The di�culty is that gravity is stronger than the car’s engine, and
even at full throttle the car cannot accelerate up the steep slope. The only solution
is to first move away from the goal and up the opposite slope on the left. Then, by

Episodic Semi-gradient Sarsa for Estimating q̂ ⇡ q⇤

Input: a di↵erentiable function q̂ : S⇥A⇥ Rn ! R

Initialize value-function weights ✓ 2 Rn arbitrarily (e.g., ✓ = 0)
Repeat (for each episode):

S, A initial state and action of episode (e.g., "-greedy)
Repeat (for each step of episode):

Take action A, observe R, S0

If S0 is terminal:
✓  ✓ + ↵

⇥
R� q̂(S, A, ✓)

⇤
rq̂(S, A, ✓)

Go to next episode
Choose A0 as a function of q̂(S0, ·, ✓) (e.g., "-greedy)
✓  ✓ + ↵

⇥
R + �q̂(S0, A0, ✓)� q̂(S, A, ✓)

⇤
rq̂(S, A, ✓)

S  S0

A A0
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Figure 12.3: 19-state Random walk results (Example 7.1): Performance of the o✏ine �-
return algorithm alongside that of the n-step TD methods. In both case, intermediate values
of the bootstrapping parameter (� or n) performed best. The results with the o↵-line �-return
algorithm are slighly better at the best values of ↵ and �, and at high ↵.

just as described earlier except that for the �-return algorithm we varied � instead of
n. The performance measure used is the estimated root-mean-squared error between
the correct and estimated values of each state measured at the end of the episode,
averaged over the first 10 episodes and the 19 states. Note that overall performance
of the o↵-line �-return algorithms is comparable to that of the n-step algorithms. In
both cases we get best performance with an intermediate value of the bootstrapping
parameter, n for n-step methods and � for the o✏ine �-return algorithm.

The approach that we have been taking so far is what we call the theoretical, or
forward, view of a learning algorithm. For each state visited, we look forward in time
to all the future rewards and decide how best to combine them. We might imagine
ourselves riding the stream of states, looking forward from each state to determine
its update, as suggested by Figure 12.4. After looking forward from and updating
one state, we move on to the next and never have to work with the preceding state
again. Future states, on the other hand, are viewed and processed repeatedly, once
from each vantage point preceding them.
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Figure 12.4: The forward view. We decide how to update each state by looking forward to
future rewards and states.

Intermediate λ is best (just like intermediate n is best)
λ-return slightly better than n-step
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Figure 7.6: Performance of the o↵-line �-return algorithm on a 19-state random
walk task.

way of mixing n-step backups is that there is a simple algorithm—TD(�)—for
achieving it. This is a mechanism issue rather than a theoretical one. In the
next few sections we develop the mechanistic, or backward, view of eligibility
traces as used in TD(�).

Example 7.2: �-return on the Random Walk Task Figure 7.6 shows
the performance of the o↵-line �-return algorithm on the 19-state random walk
task used with the n-step methods in Example 7.1. The experiment was just
as in the n-step case except that here we varied � instead of n. Note that we
get best performance with an intermediate value of �.

Exercise 7.4 The parameter � characterizes how fast the exponential weight-
ing in Figure 7.4 falls o↵, and thus how far into the future the �-return algo-
rithm looks in determining its backup. But a rate factor such as � is sometimes
an awkward way of characterizing the speed of the decay. For some purposes it
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Semi-gradient TD(�) for estimating v̂ ⇡ v⇡

Input: the policy ⇡ to be evaluated
Input: a di↵erentiable function v̂ : S+ ⇥ Rn ! R such that v̂(terminal,·) = 0

Initialize value-function weights ✓ arbitrarily (e.g., ✓ = 0)
Repeat (for each episode):

Initialize S
e 0 (An n-dimensional vector)
Repeat (for each step of episode):
. Choose A ⇠ ⇡(·|S)
. Take action A, observe R, S0

. e ��e +rv̂(S,✓)

. �  R + �v̂(S0,✓)� v̂(S,✓)

. ✓  ✓ + ↵�e

. S  S0

until S0 is terminal

riding along the stream of states, computing TD errors, and shouting them back to
the previously visited states, as suggested by Figure 12.5. Where the TD error and
traces come together, we get the update given by (12.7).

To better understand the backward view, consider what happens at various values
of �. If � = 0, then by (12.5) the trace at t is exactly the value gradient corresponding
to St. Thus the TD(�) update (12.7) reduces to the one-step semi-gradient TD
update treated in Chapter 9 (and, in the tabular case, to the simple TD rule (6.2)).
This is why that algorithm was called TD(0). In terms of Figure 12.5, TD(0) is
the case in which only the one state preceding the current one is changed by the
TD error. For larger values of �, but still � < 1, more of the preceding states
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Figure 12.5: The backward or mechanistic view. Each update depends on the current TD
error combined with eligibility traces of past events.
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Updates:

Tabular:

Function Approx:

Qk+1(At, St) = Qk(At, St) + αΔλ
t

θk+1 = θk + αΔλ
t ∇θQ(At, St, θ)
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is better to specify a time constant, or half-life. What is the equation relating
� and the half-life, ⌧�, the time by which the weighting sequence will have
fallen to half of its initial value?

7.3 The Backward View of TD(�)

In the previous section we presented the forward or theoretical view of the tab-
ular TD(�) algorithm as a way of mixing backups that parametrically shifts
from a TD method to a Monte Carlo method. In this section we instead define
TD(�) mechanistically, and in the next section we show that this mechanism
correctly implements the forward view. The mechanistic, or backward , view
of TD(�) is useful because it is simple conceptually and computationally. In
particular, the forward view itself is not directly implementable because it is
acausal, using at each step knowledge of what will happen many steps later.
The backward view provides a causal, incremental mechanism for approximat-
ing the forward view and, in the o↵-line case, for achieving it exactly.

In the backward view of TD(�), there is an additional memory variable
associated with each state, its eligibility trace. The eligibility trace for state
s at time t is a random variable denoted Zt(s) 2 R+. On each step, the
eligibility traces for all states decay by ��, and the eligibility trace for the one
state visited on the step is incremented by 1:

Zt(s) =

⇢
��Zt�1(s) if s 6=St;
��Zt�1(s) + 1 if s=St,

(7.5)

for all nonterminal states s, where � is the discount rate and � is the parameter
introduced in the previous section. Henceforth we refer to � as the trace-decay
parameter. This kind of eligibility trace is called an accumulating trace because
it accumulates each time the state is visited, then fades away gradually when
the state is not visited, as illustrated below:

accumulating eligibility trace

times of visits to a state

At any time, the traces record which states have recently been visited,
where “recently” is defined in terms of ��. The traces are said to indicate the
degree to which each state is eligible for undergoing learning changes should
a reinforcing event occur. The reinforcing events we are concerned with are
the moment-by-moment one-step TD errors. For example, the TD error for

et 2 Rn � 0
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12.2 TD(�)

TD(�) is one of the oldest and most widely used algorithms in reinforcement learning.
It was the first algorithm for which a formal relationship was shown between a more
theoretical forward view and a more computational congenial backward view using
eligibility traces. Here we will show empirically that it approximates the o↵-line
�-return algorithm presented in the previous section.

TD(�) improves over the o↵-line �-return algorithm in three ways. First it updates
the weight vector on every step of an episode rather than only at the end, and thus
its estimates may be better sooner. Second, its computations are equally distributed
in time rather that all at the end of the episode. And third, it can be applied to
continuing problems rather than just episodic problems. In this section we present
the semi-gradient version of TD(�) with function approximation.

With function approximation, the eligibility trace is a vector et 2 Rn with the
same number of components as the weight vector ✓t. Whereas the weight vector is a
long-term memory, accumulating over the lifetime of the system, the eligibility trace
is a short-term memory, typically lasting less time than the length of an episode.
Eligibility traces assist in the learning process; their only consequence is that they
a↵ect the weight vector, and then the weight vector determines the estimated value.

In TD(�), the eligibility trace vector is initialized to zero at the beginning of the
episode, is incremented on each time step by the value gradient, and then fades away
by ��:

e0
.
= 0,

et

.
= rv̂(St,✓t) + ��et�1,

(12.5)

where � is the discount rate and � is the parameter introduced in the previous
section. The eligibility trace keeps track of which components of the weight vector
have contributed, positively or negatively, to recent state valuations, where “recent”
is defined in terms ��. The trace is said to indicate the eligibility of each component
of the weight vector for undergoing learning changes should a reinforcing event occur.
The reinforcing events we are concerned with are the moment-by-moment one-step
TD errors. The TD error for state-value prediction is

�t

.
= Rt+1 + �v̂(St+1,✓t) � v̂(St,✓t). (12.6)

In TD(�), the weight vector is updated on each step proportional to the scalar TD
error and the vector eligibility trace:

✓t+1
.
= ✓t + ↵�tet, (12.7)

On the next page, complete pseudocode for TD(�) is given in the box, and a picture
of its operation is suggested by Figure 12.5.

TD(�) is oriented backward in time. At each moment we look at the current TD
error and assign it backward to each prior state according to how much that state
contributed to the current eligibility trace at that time. We might imagine ourselves

same shape as 𝜽
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are changed, but each more temporally distant state is changed less because the
corresponding eligibility trace is smaller, as suggested by the figure. We say that the
earlier states are given less credit for the TD error.

If � = 1, then the credit given to earlier states falls only by � per step. This
turns out to be just the right thing to do to achieve Monte Carlo behavior. For
example, remember that the TD error, �t, includes an undiscounted term of Rt+1.
In passing this back k steps it needs to be discounted, like any reward in a return,
by �k, which is just what the falling eligibility trace achieves. If � = 1 and � = 1,
then the eligibility traces do not decay at all with time. In this case the method
behaves like a Monte Carlo method for an undiscounted, episodic task. If � = 1, the
algorithm is also known as TD(1).

TD(1) is a way of implementing Monte Carlo algorithms that is more general than
those presented earlier and that significantly increases their range of applicability.
Whereas the earlier Monte Carlo methods were limited to episodic tasks, TD(1)
can be applied to discounted continuing tasks as well. Moreover, TD(1) can be
performed incrementally and on-line. One disadvantage of Monte Carlo methods is
that they learn nothing from an episode until it is over. For example, if a Monte
Carlo control method takes an action that produces a very poor reward but does not
end the episode, then the agent’s tendency to repeat the action will be undiminished
during the episode. On-line TD(1), on the other hand, learns in an n-step TD way
from the incomplete ongoing episode, where the n steps are all the way up to the
current step. If something unusually good or bad happens during an episode, control
methods based on TD(1) can learn immediately and alter their behavior on that
same episode.

It is revealing to revisit the 19-state random walk example (Example 7.1) to see
how well TD(�) does in approximating the o↵-line �-return algorithm. The results
for both algorithms are shown in Figure 12.6. For each � value, if ↵ is selected

Off-line λ-return algorithm
(from the previous section)

↵

λ=0

λ=.4
λ=.8

λ=.9

λ=.95

λ=.975
λ=.99

λ=1

λ=.95

λ=0

λ=.4

λ=.8
λ=.9

λ=.95.975.991

TD(λ)

↵

λ=.8
λ=.9

RMS error
at the end 

of the episode
over the first
10 episodes

Figure 12.6: 19-state Random walk results (Example 7.1): Performance of TD(�) alongside
that of the o↵-line �-return algorithm. The two algorithms performed virtually identically
at low (less than optimal) ↵ values, but TD(�) was worse at high ↵ values.Can we do better? Can we update online?

Tabular 19-state random walk task



Conclusions
• Value-function approximation by stochastic gradient descent 

enables RL to be applied to arbitrarily large state spaces 

• Most algorithms just carry over the targets from the tabular case 

• With bootstrapping (TD), we don’t get true gradient descent methods 

• this complicates the analysis 

• but the linear, on-policy case is still guaranteed convergent 

• and learning is still much faster
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• Distinct from their estimates:

state 
values

action 
values

prediction

control q⇤v⇤

v⇡ q⇡

Vt(s) Qt(s, a)



How do we decide what to do?

• Emotions/Intuition     :  

• Thinking 

• Reflexes/Habits

Vt(s) Qt(s, a)

St+1 = M(St, At, θ)

At = π(St, θ)
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Chapter 8: Planning and Learning

To think more generally about uses of environment models
Integration of (unifying) planning, learning, and execution
“Model-based reinforcement learning”

Objectives of this chapter: 



Paths to a policy

Model

Value
function

Policy

Experience

Direct RL
methods

Direct
planning

Greedification

Model
learning

SimulationEnvironmental
interaction

Model-based RL

M(S, A)

V(S), Q(A, S)

π(S)



Why Going Beyond Model-Free RL?

• Models provide “understanding” of the world (cf physics, causality...)

• Even if some parts of the problem change, others stay the same, which
can help with faster learning

Eg. Reward may change but the layout and dynamics of thee world may
be thee same

• Models can be used to “dream” up new experiences, and use them to
update the value / policy

1


