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Part I: Sequence generation
• Latent variable hierarchical encoder-decoder (Serban et al., 2016)

• Actor-critic for sequence prediction (Bahdanau et al., 2016)

Part II: Dialogue evaluation 
• How not to evaluate (Liu*, Lowe*, Serban*, Noseworthy* et al., 2016)

• Learning to evaluate (Lowe et al., 2016)



Part I: Sequence Generation

a) Latent variable hierarchical encoder-decoder



Recurrent neural networks

• Augment neural networks with self-loops

• Leads to the formation of a hidden state st that evolves over 
time: ht = f(Whhht-1 + Wihxt)

• Used to model sequences (e.g. natural language)

Source: colah.github.io



Sequence-to-sequence learning

• Use an RNN encoder to map an 
input sequence to a fixed-length 
vector

• Use an RNN decoder (with 
different parameters) to map the 
vector to the target sequence

(Cho et al., 2014; Sustkever et al., 2014)



Some problems

• Strong constraint on generation process: only source of 
variation is at the output

• When the model lacks capacity, it is encouraged to mostly 
capture short-term dependencies

• Want to explicitly model variations at ‘higher level’ 
representations (e.g. topic, tone, sentiment, etc.)



Variational encoder-
decoder (VHRED)

• Augment encoder-decoder 
with Gaussian latent 
variable z

• z can capture high-level 
utterance features (e.g. 
topic, tone)

• When generating first
sample latent variable, 
then use it to condition 
generation

Serban, Sordoni, Lowe, Charlin, Pineau, Courville, Bengio. 
“A Hierarchical Latent Variable Encoder-Decoder Model for 
Generating Dialogues.” arXiv:1605.06069, 2016.



Variational encoder-decoder 
(VHRED)

• Inspired by VAE (Kingma & Welling, 2014; Rezende et al., 2014): 
train model with backprop using reparameterization trick

• Prior mean and variance are learned conditioned on previous 
utterance representation. Posterior mean and variance also 
conditioned on representation of target utterance.

• At training time, sample from posterior. At test time, sample from 
prior.

• Developed concurrently with Bowman et al. (2016)
• Use word-dropping and KL annealing tricks



Quantitative results



Cherry-picked results



Part I: Sequence Generation

b) Actor-critic for sequence prediction



Some more problems

• Discrepancy between training and test times due to teacher 
forcing (conditioning next prediction on previous ground-truth 
output)

• Often want to maximize a task-specific score (e.g. BLEU) 
instead of log-likelihood



RL background

• Have states s, actions 𝑎, rewards r, policy 𝜋 = 𝑝 𝑎 𝑠

• Return: 𝑅 = ∑𝑡=0
𝑇 𝛾𝑡𝑟𝑡+1

• Value function: 𝑉 𝑠𝑡 = E𝑎~𝜋[𝑅|𝑠𝑡]

• Action-value function: 𝑄 𝑠𝑡 , 𝑎𝑡 = E𝑎~𝜋[𝑅|𝑠𝑡 , 𝑎𝑡 = 𝑎]



TD learning

• Methods for policy evaluation (i.e. calculating the value function 
for a policy)

• Monte Carlo learning: wait until end of the episode to observe the 
return R

𝑉 𝑠𝑡 = 𝑉 𝑠𝑡 + 𝛼[𝑅 − 𝑉 𝑠𝑡 ]

• TD(0) learning: bootstrap off your previous estimate of V
𝑉 𝑠𝑡 = 𝑉 𝑠𝑡 + 𝛼 𝑟𝑡 + 𝛾𝑉 𝑠𝑡+1 − 𝑉 𝑠𝑡

• 𝛿𝑡 = 𝑟𝑡 + 𝛾𝑉 𝑠𝑡+1 − 𝑉 𝑠𝑡 is the TD-error



Actor-critic

• Have a parametrized value function 
Q (the critic) and policy 𝜋 (the 
actor)

• Actor takes actions according to 𝜋, 
critic ‘criticizes’ them by computing 
Q-value

Source: Sutton & Barto (1998)



Actor-critic

• Critic usually learns with TD

• Actor learns according to the policy 
gradient theorem:

𝑑𝑅

𝑑𝜃
= E𝜋𝜃 𝛻𝜃log 𝜋𝜃 𝑠, 𝑎 𝑄𝜋𝜃 𝑠, 𝑎

Source: Sutton & Barto (1998)



Actor-critic for 
sequence prediction

• Actor will be some function with parameters 𝜃 that predicts 
sequence one token at a time (i.e. generates 1 word at a 
time), conditioned on its own previous predictions

• Critic will be some function with parameters 𝜙 that computes 
the Q-value of decisions made by actor, which is used for 
learning

• Could use REINFORCE (e.g. Ranzato et al., (2015)), but this 
has higher variance



Actor-critic for sequence 
prediction

Since we are doing supervised learning, there are a couple 
differences to the RL case:

1) We can condition the critic on the actual ground-truth answer, 
to give a better training signal

2) Since there is a train/test split, don’t use critic at test time

3) Since there is no stochastic environment, we can sum over all 
candidate actions to compute expectation in policy gradient thm



Deep implementation

• For actor and critic, use an RNN with ‘soft-attention’ (Bahdanau
et al., 2015)

• Actor takes source sentence and sequence generated so far as 
input and predicts target sentence

• Critic takes target sentence and sequence generated so far, and 
computes Q-value



Tricks

• Use a target network, as in DQN

• Apply a variance penalty to the critic

• Use reward shaping to decompose final BLEU score into 
intermediate rewards

• Pre-train actor with log-likelihood, critic with fixed actor



Results – spelling correction



Results – translation 



Results – translation 



Part II: Dialogue Evaluation



Dialogue research

• Datasets for dialogue systems
• The Ubuntu Dialogue Corpus (Lowe*, Pow* et al., 2015)

• A survey of available corpora (Serban et al., 2015)

• Dialogue evaluation
• How not to do it (Liu*, Lowe*, Serban*, Noseworthy* et al., 2016)

• A slightly better way to do it (Lowe et al., 2016)



Why dialogue evaluation?

• Intelligent machines should be able to communicate with 
humans

• Dialogue is a great way to communicate with humans

• Hard to know if we’re making progress in building dialogue 
models

• Particularly interested in ‘non-task-oriented’ setting



Comparison of ground-truth utterance

Hey, want to 
go to the 
movies tonight?

Nah, let’s do 
something 
active.

Yeah, the film 
about Turing 
looks great!

Context
Generated 
Response

Reference 
response

SCORE



Comparison of ground-truth utterance

Yes, let’s go 
see that movie 
about Turing!

Nah, I’d rather 
stay at home, 
thanks.

Generated 
Response

Reference 
response

SCORE

• Word-overlap metrics:
• BLEU, METEOR, ROUGE

• Look at the number of overlapping 
n-grams between the generated 
and reference responses

• Correlate poorly with humans in 
dialogue



Correlation 
study

• Created 100 questions each for Twitter and Ubuntu datasets (20 
contexts with responses from 5 ‘diverse models’)

• 25 volunteers from CS department at McGill

• Asked to judge response quality on a scale from 1 to 5

• Compared human ratings with ratings from automatic evaluation 
metrics



Models for response variety

1) Randomly selected response

2) Retrieval models:
• Response with smallest TF-IDF cosine distance
• Response selected by Dual Encoder (DE) model

3) Generative models:
• Hierarchical recurrent encoder-decoder (HRED)

4) Human-written response (not ground truth)



Goal (inter-annotator)



Reality (BLEU)



Reality (ROUGE & METEOR)



Length bias



Learning to 
evaluate

A dialogue response is probably good if it is rated highly by 
humans.

• Collect a labelled dataset of human scores of responses

• Build a model that learns to predict human scores of response 
quality (ADEM)

• Condition response score on the reference response and the 
context



Hey, want to 
go to the 
movies tonight?

Nah, let’s do 
something 
active.

Yeah, the film 
about Turing 
looks great!

Context
Generated 
Response

Reference 
response

SCORE

Context-conditional evaluation



Context-conditional evaluation

Seen any good 
movies 
recently?

Nah, let’s do 
something 
active.

Yeah, the film 
about Turing 
looks great!

Context
Generated 
Response

Reference 
response

SCORE

Hey, want to 
go to the 
movies tonight?



Evaluation dataset

Conducted 2 rounds of AMT studies to get 
evaluation on Twitter

Study 1: ask workers to generate next 
sentence of a conversation

Study 2: ask workers to evaluate responses 
from various models (human, TFIDF, 
HRED, DE)



ADEM

• Given: context c, model response r, reference response r (with 
embeddings c, r, r), compute score as:

where M, N are parameter matrices, α, β are constants.

• Trained to minimize squared error:

^

^



ADEM



ADEM pre-training

• Want model that can 
learn from limited 
data (since collection 
is expensive)

• Pre-train RNN 
encoder of ADEM 
using VHRED



Utterance-level results



System-level results



Results – generalization 



Where does it do better?



Where does it do better?

• ADEM doesn’t exhibit the 
same length bias as word 
overlap metrics



Potential problems

• The problem of generic responses

• Only considers single utterances, rather than a whole dialogue

• What about other aspects of dialogue quality?
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Thank you



Variational encoder-decoder 
(VHRED)

• Inspired by VAE (Kingma & Welling, 2014; Rezende et al., 2014): 
train model with backprop using reparameterization trick

• Prior mean and variance are learned conditioned on previous 
utterance representation. Posterior mean and variance also 
conditioned on representation of target utterance.

• At training time, sample from posterior. At test time, sample from 
prior.

• Developed concurrently with Bowman et al. (2016)
• Use word-dropping and KL annealing tricks



Quantitative VHRED 
results



VHRED results



Notation

• Let X be the input sequence, 𝑌 = (𝑦1, … , 𝑦𝑇) be the target 
output sequence

• Let 𝑌1,…,𝑡 = (𝑦1, … , 𝑦𝑡) be the sequence generated so far

• Our critic 𝑄(𝑎; 𝑌1,…,𝑡, 𝑌) is conditioned on outputs so far 𝑌1,…,𝑡, 
and ground-truth output 𝑌

• Our actor 𝑝(𝑎; 𝑌1,…,𝑡, 𝑋) is conditioned on outputs so far 𝑌1,…,𝑡, 
and the input 𝑋



Policy Gradient for Sequence 
Prediction

• Denote V as the expected reward under 𝜋𝜃



Algorithm



Algorithm



Algorithm



Tricks: target network

• Similarly to DQN, use a target network 

• In particular, have both delayed actor p’ and a delayed critic Q’, 
with params 𝜃′ and 𝜙′, respectively

• Use this delayed values to compute target for critic:

• After updating actor and critic, update delayed actor and critic using 
a linear interpolation



Tricks: variance penalty

• Problem: critic can have high variance for words that are 
rarely sampled

• Solution: artificially reduce values of rare actions by 
introducing a variance regularization term:



Tricks: reward shaping

• Could train critic using all the score at the last step, but this 
signal is sparse

• Want to improve learning of critic (and thus the actor) by 
providing rewards at each time step

• If final reward is 𝑅(𝑌), decompose the reward into scores for 
all prefixes: (𝑅 𝑌1,…,1 , 𝑅(𝑌1,…,2), …, 𝑅(𝑌1,…,𝑇))

• Then the reward at time step t is:

𝑟𝑡 𝑦𝑡 = 𝑅 𝑌1…𝑡 − 𝑅(𝑌1…𝑡−1)



Tricks: pre-training

• If you start off with a random actor and critic, it will take 
forever to learn, since the training signals would be terrible

• Instead, use pre-training: first train actor to maximize log-
likelihood of correct answer

• Then, train critic by feeding samples from the (fixed) actor

• Similar to pre-training used in AlphaGo (without MC rollouts)



Experiments



Results


