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Abstract

We introduce a new method for text analysis, and demonstrate its use
in characterizing geographical differences in views on immigration in the
United States and relations with Latin America. Our approach adds to a
growing literature on modeling bias, positioning, and framing in text.

A key innovation is the modeling of relationships explicitly depicted
between entities in the text. Starting from a text source, we generate
an entity-network, in which entities are nodes and relationships are edges.
We find the method enables deep analysis of social media streams through
its ability to generate highly structured output with links to a knowledge
base. This enables flexible, targeted queries that can consider relation-
ships among both concrete entities and high-level abstractions depicted
in the text.

When our method is applied to content from geo-located Twitter users,
we find that US residents near the border of Mexico show a greater concern
for concrete issues affecting immigration in the present, and the involve-
ment of currently-serving politicians. In contrast, residents far from the
border have a higher tendency to engage these issues in connection to
election-time campaigns. Residents near the border more readily view
interactions between the US and Latin America as a discussion between
politicians on both sides, while those further from the border are less likely
to recognize Latin American politicians as actors.

Our findings agree with the idea that the US population near the
border with Mexico is both more directly impacted by immigration from
Latin America, and has a higher fraction of people of Latin American
descent, who will tend to identify more with Latin American culture. This
provides support for our approach as a technique for population studies
through large-scale text analysis.

1 Introduction

In social media, users express positions on a variety of topics. Characterizing
such views offers an exciting and valuable opportunity to better understand
populations of users as well as the larger offline populations for which they may
proxy.



Past work on modeling bias, positions, and framing in text has focused
largely on discovering the entities and concepts that characterize a particular
point-of-view (e.g., [2, 9]). Such approaches, however, do not consider the rela-
tional structure of a text. In this paper, we make the case that this relational
structure (which we call relational framing) is important to a complete char-
acterization of the viewpoint expressed in a text. We show this importance
through an analysis of how Twitter users’ positions on US-Latin American im-
migration vary as a function of their distance from the US-Mexico border.

Formally, we model the relational framing of a text as the network of entities
mentioned in the text. Edges are the relationships explicitly asserted by the text
among the entities. This structure is learned using a natural language processing
pipeline which involves a number of stages including entity recognition, entity
linking, co-reference resolution, and interaction inference.

We demonstrate the utility of our approach to modeling relational framing
by showing how it can be used to learn how views on the issue of US-Latin
American immigration vary geographically. In recent months, this topic has
become a major talking-point among US presidential hopefuls. Moreover, the
topic has been studied in depth through other means, making our demonstration
both a way of validating our approach against existing work and showing how,
more generally, it can be applied.

As a technique for demographic research, we hope relational framing and
our approach to modeling it will enable researchers to ask (and answer) nuanced
questions about the views and ideologies of online populations. Such questions
might include processes of social integration of immigrants, attitudes toward
marriage and reproduction, or the views of citizens toward proposed or newly-
implemented policies. Combined with established methods for inferring latent
demographic variables of online users such as age, gender, and location — our
proposed approach will allow demographers a new lens through which to study
how demography and discourse shape one another.

In the next section, we provide a broad overview of the approach. We then
apply it to explore geographical differences in views of US residents and examine
the results.

2 Overview of Methodology

The Twitter API serves as the primary data source in this work. The data
collection and processing can be described broadly as follows. In the first stage
(Figure 1A), we identify a set of Twitter users based on immigration-related
keyword and hashtag searches. We geolocate these users, which, given a focus
on US residents, allows us to resolve users’ locations to specfic US states. In
the second phase (Figure 1B), we obtain each geolocated user’s most recent
400 tweets, and then extract all the links (URLs) found in those tweets. We
follow the links, and extract the textual content found on the target web pages.
This content then becomes the input to our novel analysis approach, which
applies a series of natural language processing techniques to identify entities



Figure 1: High-level steps of data collection and processing. In the first phase
(A) data collection begins by collecting tweets using immigration-related key-
words, followed by geolocation of the users. In the second phase (B) the most
recent 400 tweets from geolocated users, and the links found in the tweets are
extracted. Text content from the target websites is processed using natural lan-
guage processing and information extraction to extract entities and interactions
and generate entity-interaction network. The combination of steps highlighted
by the asterisk represents the core novelty in the approach.

and interactions in the text, and then uses the results to assemble a network
representation. Based on the location of the user who linked a given web-page,
we create distinct network representations associated to specific geographical
regions.

The novelty of our approach lies in the final steps in which the fetched text
content is converted into networks of entity interactions (marked by the asterisk,
Figure 1). Although depicted pictorially as a small part of the data collection
and processing, these steps are far more computationally intensive and combine
several state of the art natural language processing and information extraction
tools. These steps can be applied to any raw text source, and are not limited
to the analysis of Twitter or content scraped from the web.

Our choice to use the content found in web pages, rather than the content
of tweets themselves, is motivated by the fact that web pages contain longer
passages of coherent content. Especially in the limited space afforded by tweets,
we find that users frequently express their views by sharing links to articles and
other content. We take this linked content as a proxy for users’ views based on
the fact that the user has explicitly flagged it as noteworthy and worth sharing.

At the core of our approach is a design choice which establishes interactions
between entities as a basic unit of analysis. In the kinds of documents that
we expect to focus on (typically news articles and blog posts) some coherent
topic is usually discussed, often involving the depiction of a series of events.
This generally involves the mention of named entities—specific people, places,
or organizations that can be positively identified by their proper names—which
are depicted as interacting and influencing one another. In the event extraction
literature, events are typified by the participants involved, together with a time



immigrants 9999
immigration 9996
immigrant 4793
illegal aliens 3195
illegal alien 2997
border security 2891
h1b 2691
deport 1499
#h1b 1487
border patrol 1399

#immigrationreform 1291
#immigration 1098
#illegalaliens 983
#illegalalien 631
foreign worker 396
foreign workers 395
#bordersecurity 372
#borderpatrol 359
migrant worker 295
#illegalimmigration 285

#immigrants 199
migrant workers 196
#migrantworkers 99
#immigrant 98
#deport 72
#stoph1b 40
#noh1b 34
#foreignworkers 14
#migrantworker 6
#foreignworker 1

Table 1: Keywords and hashtags used to find Twitter users who discuss immi-
gration issues pertaining to the US.

and a location [6, 21]. Entities (people, places, and organizations) represent the
active agents in a text, and their interactions provide a signature of the events
that frame the story presented in the text—what we call the text’s relational
framing. Entities and interactions are also highly specific: entities can be cross-
referenced with a knowledge base, and the combinations of entities appearing in
interactions is highly indicative not only of the topic being discussed, but also
the specific focus, and how the entities are attributed roles and associated with
one another.

The extraction of entities and interactions begins with the application of
the CoreNLP tool suite [16], which provides tokenization, dependency parsing,
named entity recognition, and coreference resolution. We then employ the AIDA
system [11] to link named entities to the YAGO [10], a knowledge base built
from Wikipedia1, WordNet [17], and GeoNames2. Linkage to YAGO provides a
common point of reference to associate mentions of the same entity in separate
documents, but also greatly enriches the entity graph metadata and facts about
the entities. This latter benefit makes it possible to query specific entities based
on the properties like place of birth, profession, or membership on a team.
Finally, we use the ReVerb [8] and PATTY [18] systems to uncover the instances
where interactions are depicted between entities. The output from this analysis
is a network with entities as nodes and interactions as edges.

For the current analysis, the scope of raw data to be analyzed is determined
by the keyword and hashtag searches that we use to select Twitter user accounts.
We began by simply searching for the keyword “immigration”. This returned
tweets on many topics, including issues related to immigration in the US and the
refugee crisis due to events centered on Syria and Iraq. Reading these tweets,
we identified 30 keywords that preferentially returned tweets about immigration
in the US (See Table 1). We collected all users accounts returned in searches
with these keywords and hashtags.

The task of geolocation has been studied extensively elsewhere [1, 4, 5, 7, 12–

1www.wikipedia.org
2www.geonames.org



15, 19, 20]. For this step, we simply rely on the Macromeasures3 service. This
services uses techniques described in the literature in addition to proprietary
techniques.

Once all of the text from web pages linked by users has been processed,
we obtain entity-interaction networks associated to particular geographical re-
gions. For the purpose of our demonstration, we separated US residents into
two groups: those from states that border Mexico, and those from states far
from Mexico, which, henceforth, we will refer to as border residents and distant
residents. Among distant residents we include residents of all states except (a)
states that border Mexico, and (b) states that border a state bordering Mexico
(e.g. Nevada is excluded). This provides geographically distinct groups which
we expect to differ with regard to their views toward immigration and relations
between the US and Latin America.

3 Results

Based on the process described above, we obtained two entity networks, one
serving as a proxy for views held by residents of the states bordering Mexico
(border residents), and the other for views held by residents of states far from
Mexico (distant residents). These networks have on the order of 10, 000 entities
and tens of thousands of relationships (see Table 2).

The first observation we make is that, since the distant residents represent
a larger population, our sample contains more users in that group, and hence
the network for distant residents has more nodes and edges. Before any mean-
ingful comparisons can be made, the networks must be normalized. Among
ways to approach normalization, we can: (1) divide the weight of each edge
(which encodes the strength of relationship between the entities) by the total
weight of all edges in the network, which we will call fractional normalization,
and (2) randomly subsample the textual mentions of interactions used to con-
struct the larger network, thereby constructing both networks from the same
number of input interaction mentions, which we will call subsampling normal-
ization. Fractional normalization has an advantage in that it does not discard
information. However, fractional normalization does not adjust the number of
nodes and edges, so isn’t suitable for topological comparisons; for that purpose,
subsampling is appropriate.

Although we selected users based on their use of immigration-related key-
words, their tweets and links will cover many topics. We can select interac-
tions of interest by making use of the YAGO knowledge base. For exam-
ple, in YAGO, Barack Obama is attributed various classifications, including
People from Honolulu, Hawaii, African-American non-fiction writers,
and Presidents of the United States. For our first comparison, we select all
interactions that occur between a US-affiliated entity and a LA (Latin America)-
affiliated entity. (For brevity, we will henceforth refer to Latin America as LA.)

3macromeasures.com



Subnetwork
(normalization)

Statistic
Border
residents

Distant
residents

Full
(none)

Entities 9509 16259
Unique relationships 21976 41993
Total relationship weight (count) 145106 372632

US-LA
(fractional)

Entities 671 1049
Unique relationships 867 1478
Total relationship weight (ppm) 27197.2 25643.0

US-LA
(subsampled)

Entities 671 649
Unique relationships 867 817
Total relationship weight (count) 3934 3696

Table 2: Statistics for entity networks obtained for border residents and dis-
tant residents. The full networks and subnetworks restricted to relationships
between US- and LA-associated entities are shown. Total edge weight for the
fractionally normalized networks is expressed as a fraction of the corresponding
full networks’ total weight in parts per million notation.

This selection of relationships defines subnetworks within the original net-
works. The properties of these subnetworks (which were created after subsam-
pling or fractional normalization on the full networks) provide a view of the em-
phasis accorded to these relationships by border residents and distant residents
(see Table 2). For both normalization methods, we find that the total weight of
relationships—and hence the total emphasis placed on US-LA interactions—is
larger for border residents than for distant residents. After normalization by
subsampling, the US-LA subnetwork of border residents is also larger in terms
of number of entities and relatinoships. Overall, border residents direct more
attention to relationships between US-affiliated and LA-affiliated entities.

We can look closer at where the two populations direct their attention, by
looking at particular entity interactions. Still taking a relatively coarse view, we
can look at the interactions with the US on side and Mexico or Central American
countries on the other (see Table 3). Here we are refering to interactions depicted
between the countries themselves, not between all entities affiliated with them.

The weights of these relationships illustrate a few notable trends. On bal-
ance, border residents attribute more weight to these relationships than do
distant residents. However, the distributions of weights are quite varied. The
relationships between El Salvador and Guatemala, are attributed more than 5
and 8 times more weight by border residents, whereas Panama receives 18 ppm
from distant residents but is never explicitly mentioned in a relationship with
the United States by border residents.

Furthermore, from the country-level interactions, we do not see all of the
interactions between other affiliated entitites that might proxy for the countries
in the source texts. Taking the case of Panama, if we consider relationships
between all Panama-affiliated and US-affilated entities, we find that border res-
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Figure 2: The left plot shows how edge weight is distributed in the US-LA plots
(under subsampling normalization) for border and distant residents. The value
plotted shows the difference in the cumulative weight accounted for by edges
whose individual weight is less than or equal to the value on the horizontal axis.
Most of the weight for the border residents’ network is found in edges having
fewer than 23 mentions (vertical line) mentions, whereas distant residents have
more weight on stronger edges. The right plot shows the cumulative fraction of
edges from both graphs: 98% have a weight of less than 23 mentions.

idence do attribute weight to these relationships, in fact, more than do distant
residents (55.3 ppm compared to 37.6 ppm).

Relationships can arise at various levels, and the relationships between cer-
tain entities may be framed in terms of relationships between other, affiliated
entities. This can take place in the form of metonymy, such as when “Washing-
ton” is used to refer to the US government. But this can also arise when entities
can be viewed as hierarchically related. For many purposes, it may make sense
to think of a country as made up of all of its citizens, politicians, organizations,
geographical features, etc. Considering the relationships the country engages
in may involve considering the relationships that all these “contained” entities
engage in. (It was possible to consider all of these relationships in forming the
US-LA networks in Table 2 using YAGO along with gazetteers.)

When describing events, there is a certain amount of freedom of choice in
deciding which interactions and associations to depict, as well as in deciding
which entities represent a given group or camp. These choices carry information
about how the events are framed. A social media user who is very interested in
a given topic is more likely to link in-depth articles covering that topic. These
in turn are more likely to describe detailed and nuanced interactions which may
be less widely known. In contrast, more perfunctory coverage of the same topic
will likely relate only the most prominent entities and interactions. Since border
residents have a larger fraction of people of Latin American descent [3], we
should expect to see extra weight attributed to the less prominent interactions
involving LA entities.

A direct comparison of where the weight is distributed in the US-LA net-



Subnet
Border
residents

Distant
residents

Mexico 2157.0 1714.2
Cuba 705.1 810.0

Honduras 145.2 96.9
Nicaragua 13.8 18.8
Panama 0. 18.8

Guatemala 89.8 16.2
El Salvador 117.5 13.4
Costa Rica 13.8 24.2

Belize 0. 2.6

Total 3249.1 2852.5

Table 3: Strength of relationships between the indicated country, and the United
States, as found in the US-LA fractionally normalized subnetworks for border
and distant residents. Edge weights are in units of parts per million.

works for border and distant residents can be made using a suitably prepared
plot such as the one in Figure 2, left. The plot is based on the cumulative frac-
tion of weight, accounted for by edges up to a given individual weight, for each
network. The difference between these quantities is what is plotted; thus the
curve shows how much more of the weight in the border residents’ network is ac-
counted for by edges up to a given weight, compared to in the distant residents’
network.

Initially the curve rises almost monotonically, indicating that more weight
in the border residents’ network is allocated to less prominent edges. For re-
lationships having a weight greater than 23 mentions, more weight is found in
the distant residents’ network. One thing which is not immediately apparent is
that, as shown in the Figure 2 right, more than 98% of edges have a weight of
23 or fewer mentions. In other words, border residents’ allocate more attention
to less prominent interactions, while distant residents focus the balance of this
weight on the 2% most prominent interactions.

Having shown how attention varies with prominence, we compare residents’
focus on different categories of entities. To do so, we make use of entity at-
tributes from the YAGO knowledge base. We have already seen that when
we compared the subnetworks consisting of interactions between US- and LA-
affiliated entities, we see that border residents attribute more weight to these
interactions than distant residents (about 6% more). If we further restrict our
focus to politicians the discrepancy increases with border residents attributing
75% more weight to interactions between US and LA politicians, (see Table 4).
This shows that the differences in how residents view the relationships between
LA and US are particularly pronounced in the political dimension.

Interestingly, the excess emphasis that border residents place on the po-
litical dimension of US-LA relations seems to be particularly oriented to LA-



US
entities

LA
entities

Border b
residents

Distant d
residents

(b− d)/d
(%)

All All 27,197.2 25,643.0 6.0
Politicians All 5,136.6 4,760.5 7.9

All politicians 1,265.1 1,079.1 17.2
politicians politicians 207.4 118.4 75.2

Presidential candidates All 5247.2 5309.4 -1.2
Barack Obama All 1382.7 1324.0 4.4

Key depts. and services All 504.7 196.4 156.9

Table 4: Fraction of total edge weight (expressed in parts per million), in the
networks derived from border residents and distant residents, found in interac-
tions between US- and LA-affiliated entities of the indicated type.

United States Department of Justice United States Customs Service

Washington Office on Latin America Cuban Refugee Adjustment Act

Drug Enforcement Administration United States Census Bureau

Americans for Legal Immigration United States Border Patrol

National Border Patrol Council

Table 5: US departments, Acts, and organizations related to border security,
and immigration legislation

politicians. When we look at subnetworks based on relationships between US
politicians and any LA-affiliated entity, or the subnetworks based on LA politi-
cians and any US-affiliated entity, the greater difference is seen when restricting
focus to LA politicians. One possible explanation is that residents near the
border more readily view relations between LA and the US in terms of a con-
versation between politicians, with distant residents preferentially framing the
interaction around US political actors.

We can subdivide the political entities further to gain more insight. This
study was conducted at a time when the presidential candidates were campaign-
ing for nomination by the Democratic and Republican parties in the United
states, and so much of the interactions depicted in the networks may arise out
of election-time campaigning. Looking at only the interactions that the in-
cumbent, Barack Obama, engages in with LA entities, we still observe greater
emphasis by border residents (Table 4). But, when we focus on interactions
between presidential candidates and LA entities, we find the reverse: distant
residents emphasize the candidates’ relations with LA entities more. This sur-
prising given border residents generally emphasized politicians’ relations among
US-LA interactions more. But this reversal in emphasis is consistent with a sit-
uation in which border residents focus more on concrete, ongoing issues, while
distant residents consider US-LA interactions due to their incorporation in cam-
paign platforms.



Subnet Statistic
Border
residents

Distant
residents

LA-LA
fractional

Entities 671 1049
Unique relationships 867 1478
Total edge weight (ppm) 4016.7 3027.4

LA-LA
subsampled

Entities 178 173
Unique relationships 213 208
Total edge weight 581 428
Clustering (%) 4.4 7.6

Table 6: Statistics for entity subnetworks obtained by considering only interac-
tions between LA-affiliated entities, normalized using fractional and subsampled
normalization. The total edge weight for the fractionally normalized network is
expressed as a fraction of the total network’s weight in parts per million nota-
tion. Global clustering coefficient is calculated for the networks normalized by
subsampling.

We can focus more specifically on issues pertaining to immigration by in-
specting the relationships between LA entities and relevant US departments,
acts, and organizations whose purposes relate to immigration (listed in Table 5).
These entities have a material affect on border residents, so their relationships
should get much stronger emphasis from border residents than distant resi-
dents. This is indeed what we find: relationships to these entities receive about
2.5 times as much emphasis by border residents.

So far, we have discussed dyadic relations, in which we consider one entity
associated to Latin America and one entity associated to the US. This lets us
ask conceptually straightforward questions about the output of our analysis.
However, the models of entities and relationships that we obtain can capture
local and global structure beyond dyadic relations.

We now consider the subnetworks formed by relationships among Latin
American entities. There are good reasons to expect the LA subgraph to differ
for our two populations. Since border residents contain a higher fraction of
people of Latin American descent [3] who are more likely to identify with Latin
America, we expect to find a fuller subnetwork of relationships among Latin
American entities. Indeed, the total weight in border residents’ LA-LA network
is greater, and, when subsampling based normalization is used, there are more
nodes and edges in the border residents’ network (see Table 6).

We also measured the clustering coefficient, but it has a more subtle inter-
pretation. While we might expect a denser network with a higher clustering
coefficient, we have already seen evidence that greater attention to a given issue
can lead to the inclusion of less prominent relationships with regard to that
issue. One would in turn expect this to drive down the clustering coefficient. In
the case of the subsampling-based normalized LA-LA networks, we do observe
substantially smaller clustering coefficient for the border residents’ network.



4 Conclusion

We have demonstrated a new text analysis technique that extracts the relation-
ships mentioned between entities. As we have shown, the relational structure
we derive makes it possible to investigate how a body of text frames particular
topics in terms of the interactions between agents in the world.

We have demonstrated the approach through a large-scale analysis of how
Twitter users’ views toward immigration vary geographically. Our analysis re-
veals broad trends, as well as highly resolved details about these views. The
analysis was possible because the networked representation we derive is detailed
yet amenable to making high-level abstract queries. These characteristics make
the approach well-suited to the large-scale studies of populations using social
media.
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