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W
e

create
a

clique
by

connecting
allthe

nodes
thatare

involved

in
creating

a
factor

(they
w

ould
form

a
clique

after
elim

ination)

�

T
he

resulting
structure

is
called

a
clique

tree

�

In
general,a

clique
tree

is
a

singly
connected

graph
in

w
hich

nodes
are

cliques
ofan

underlying
graph
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ep

arato
r

sets
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A
separator

setis
the

intersection
oftw

o
corresponding

cliques
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p
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T
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cliques
containing

a
particular

node
form

a
connected

subtree

D

A
B

C



C
o

n
stru

ctin
g

a
ju

n
ctio

n
tree

�

M
oralize

the
graph

(ifdirected)

�

C
hoose

a
node

ordering
and

find
the

cliques
generated

by

variable
elim

ination.
T

his
gives

a
triangulation

ofthe
graph

�

C
onstructa

m
inim

um
spanning

tree:
startw

ith
no

edges,add

the
edges

thatgive
m

axim
um

cardinality
ofthe

separator
set

(m
aking

sure
no

cycles
are

created)
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o
d

e
o

rd
erin

g

�

M
axim

um
cardinality:

N
um

ber
the

nodes
from

1
to�

,alw
ays

assigning
the

nextnum
ber

to
the

vertex
having

the
largestsetof

previously
num

bered
neighbors.

T
hen

elim
inate

nodes
from

�

to
1.

�

M
inim

um
discrepancy:

A
lw

ays
elim

inate
the

node
thatcauses

the
few

estedges
to

be
added

to
the

induced
graph

�

M
inim

um
size/w

eight:
E

lim
inate

the
node

thatcauses
the

sm
allestclique

to
be

created
(either

in
term

s
ofnum

ber
of

nodes,or
in

term
s

ofnum
ber

ofentries).
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1.
Ifthe

m
odelis

directed,m
oralize

it

2.
Triangulate

the
undirected

graph,using
your

favorite
m

ethod

3.
P

aram
eterize

the
undirected

graph

4.
C

onstructthe
junction

tree,using
your

favorite
m

axim
um

spanning
tree

algorithm

5.
M

essage
passing

betw
een

the
nodes!



F
ro

m
th

e
d

irected
to

th
e

u
n

d
irected

m
o

d
el

(K
,S,C

)(W
,C

,S) K

S
C

W

p(K
)

p(S|K
)

p(C
|K

)

K
ids

C
haos

Sleep

B
ills

p(B
|C

)
Ψ

(B
,C

)

B
W

ork
p(W

|S,C
)

Ψ

Ψ

����
���
��	


�
�� �

 �� �

 �

 �� 	

 �



�� �
���


�
�� �

 �


����
���
��	


�
�� �

 	� �



N
ote

thatthe
undirected

m
odelis

already
triangulated,so

there
is

no
need

to
do

anything
m

ore
atthis

point
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T
his

gives
us

correctprobabilities,butw
e

need
to

do
a

global

com
putation!
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e
p

assin
g
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th

e
ju

n
ctio

n
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W
e

w
antto

have
m

arginalprobabilities
in

allnodes
and

separator
sets

(i.e.,w
e

w
antallpotentials

to
be

proportionalto

m
arginals

over
the

corresponding
variables.

�

Let���
���
�

be
the

designated
root(w

e
can

choose
any

node)
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�

W
e

introduce
the

evidence,ifany

�

P
robabilities

getpropagated
using

the
follow

ing
equations

(betw
een

cliques%
and&

w
ith

separator'

):
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T
hese

com
putations

do
notalter

the
jointprobability

distribution

�

A
clique

node
can

send
a

m
essage

to
a

neighbor
after

ithas

received
m

essages
from

allother
neighbors

T
his

is
the

sam
e

protocolas
the

sum
-productalgorithm
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m
p

u
tatio
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alco

m
p

lexity

�

C
onstructing

the
junction

tree
is

done
off-line,and

is
cheap

ifw
e

are
notlooking

for
“optim

al”
cliques

�

O
n-line,m

essages
are

passed
on

each
arc

exactly
tw

ice

�

B
utthe

com
putation

here
m

ightbe
expensive!


