
L
ectu

re
7:

A
p

p
roxim

ate
In

feren
ce:

S
am

p
lin

g

�

R
andom

sam
pling

from
a

B
ayes

net

�

Logical(rejection)
sam

pling

�

Likelihood
w

eighting

�

G
ibbs

sam
pling

and
M

C
M

C



R
an

d
o

m
sam

p
lin

g

M
ain

idea:

�

U
se

the
B

ayes
netas

a
m

odelofthe
w

orld,and
generate

sam
ples

A
sam

ple
is

a
tuple

w
here

every
random

variable
is

instantiated

to
som

e
value

�

T
hen

approxim
ate

the
required

probability
distribution

using

counts

Tw
o

m
ain

kinds
ofm

ethods:

�

F
orw

ard
sam

pling

�

M
onte

C
arlo

M
arkov

C
hain



E
xam

p
le:

S
p

rin
kler

n
etw

o
rk

P(C
) =

 .5

C
P(R

)

TF

.80

.20

C
P(S)

TF

.10

.50

S
R

P(W
)

T
T

T
F

F
T

F
F

.90

.90

.00

.99

C
loudy

R
ain

S
prinkler

 W
et

G
rass



E
xam

p
le:

F
o

rw
ard

sam
p

lin
g

1.
S

am
ple

�

according
to

its
probability

distribution.
S

ay

�
�

� .

2.
S

am
ple

�

according
to

�
� �
� �

�
�� .

S
ay

�
�

�.

3.
S

am
ple

�

according
to

�
� �
� �

�
�� .

S
ay

�
�

	 .

4.
S

am
ple




according
to

�
� 

� �

�
�

� �
�

	
� .

S
ay




�
�.

N
ow

w
e

have
a

com
plete

sam
ple:

� �
�

�
� �

�
�

� �
�

	
� 


�
�


W
e

repeatthe
steps

above
to

generate
a

new
sam

ple.

E
.g.

�
�

	
� �

�
	

� �
�

�
� 


�
�

T
his

process
is

called
lo

g
ic

sam
p

lin
g



E
xam

p
le

(co
n

tin
u

ed
)

S
uppose

w
e

generate

�

sam
ples

using
the

above
technique.

H
ow

do
w

e
com

pute
�

� 

� ?

�
���
�
��	�


���
�
��

�

H
ow

do
w

e
com

pute

�
� 


�
�

� �
�

�� ?

�
� �
�
���

�
��
�

�
� 

�
�� �
�
��

�
� 

�
��

�


� 

�
�� �
�
��

�

�

� 

�
��

�

� 

�
�� �
�
��


� 

�
��

N
ote

thatw
e

did
notuse

allthe
sam

ples
in

this
com

putation!

O
nly

the
sam

ples
in

w
hich

�
�

�

w
ere

used.



R
ejectio

n
sam

p
lin

g

�

G
enerate

sam
ples

by
forw

ard
sam

pling
ofthe

netw
ork:

–
Let ���������

be
an

ordering
ofthe

variables
consistent

w
ith

the
arc

direction
in

the
B

ayes
netstructure

–
F

or�
�

�
�����
���

,sam
ple ��

from

�
� ��� �	

���



� ���� .

N
ote

thatallthe
parents

of ��
are

surely
instantiated

w
hen

w
e

getto
sam

ple �� .

�

T
hrow

aw
ay

the
sam

ples
inconsistentw

ith
the

evidence

P
ro

b
lem

:
Ifthe

evidence
is

unlikely,then
w

e
w

illthrow
aw

ay
m

ost

sam
ples,and

ittakes
a

long
tim

e
to

gather
enough

data
for

a

reliable
estim

ate.



B
eco

m
in

g
m

o
re

effi
cien

t

S
uppose

w
e

w
antto

estim
ate

�
� 


�
�

� �
�

�� .
B

efore,w
e

threw

aw
ay

the
sam

ples
in

w
hich

�
�

	 .
S

o
w

hy
generate

them
in

the

firstplace?

M
ain

id
ea:

F
ix

the
values

for
the

evidence
variables,sam

ple
only

the
other

variables.
T

hen
w

e
can

use
allthe

sam
ples.

In
our

case,set

�
�

�,then:

1.
S

am
ple

�

from

�
� �
� �

�
��

2.
S

am
ple

�

from

�
� �
� �

�
��

3.
S

am
ple




from

�
� 

� �

� �
�

N
ow

ifw
e

approxim
ate

�
� 


�
�

� �
�

��

by �� � �
��

�
,w

e
should

be
allset.



D
o

w
n

stream
evid

en
ce

S
uppose

w
e

w
antto

com
pute

�
� �
� 


�
�� .
W

e
fix




�
�

and
w

e

need
to

sam
ple

�
� �
� �

.

�

W
e

w
ould

like
to

sam
ple

�

from

�
� �
� 


�
�� .

B
utw

e
do

nothave
these

probabilities!
W

e
could

do
arc

reversalon
the

netw
ork,butthatcan

lead
to

m
uch

larger
tables.

�

Idea:
sam

ple
the

netw
ork

top-dow
n

like
before,butfix

the

values
ofthe

evidence
variables.

E
.g.

1.
S

am
ple

�

according
to

�
� �
� .

S
ay

�
�

	 .

2.
S

am
ple

�

according
to

�
� �
� �

�
	

� .
S

ay

�
�

	

3.
S

am
ple

�

according
to

�
� �
� �

�
	

� .
S

ay
�

�
	 .

4.




�
�

(since
itis

the
evidence)

B
utnow

w
e

generated
a

sam
ple

thathas
0

probability!



A
sim

p
le

case

C
onsider

a
very

sim
ple

netw
ork:�

�

�

.

W
e

w
antto

com
pute

�
� �
� �

�
�� .

1.
S

am
ple�

from

�
� �
�

2.
S

et

�

�
�

P
roblem

:
T

hese
sam

ples
com

e
from

�
� �
� ,not

�
� �

� �
�

�� .
S

o

w
e

have:

�
� �

�
�

� �
�

��

�

�
�

� �
�

�� �

not
�

� �
�

�
� �

�
��



A
sim

p
le

case
(co

n
tin

u
ed

)

To
see

the
fix

to
this

problem
,letus

consider
how

w
e

w
ould

com
pute

�
� �

�
�

� �
�

��

exactly:

�
� �

�
�

� �
�

��
�

�
� �

�
�

� �
�

�� �
� �

�
��

S
ince

our
sam

ple
countapproxim

ates

�
� �

�
�� ,allw

e
have

to
do

is
m

ultiply
the

estim
ate

by
the

w
eig

h
t

�
� �

�
�

� �
�

�� .

W
e

do
the

sam
e

thing
to

estim
ate

�
� �

�
�

� �
�

	
� .

T
hen

w
e

can

approxim
ate

the
conditionalas

usual.

T
his

is
called

likelih
o

o
d

w
eig

h
tin

g



L
ikelih

o
o

d
w

eig
h

tin
g

Let���������
be

an
ordering

ofthe
variables

consistentw
ith

the

arc
direction

in
the

B
ayes

netstructure

1.
R

epeatfor�
�

�
� ���
� �

tim
es:

(a)�
�

�

(b)
F

or�
�

�
� ���
���

do:

�

If ��

has
been

observed
(as

evidence),

�
�
���

�
� ��

�
��

� �	

���



� ����

�

E
lse

sam
ple ��

from

�
� ��
� �	

���



� ����
2.

�
� �
�	�
�

�


� �
��
� �� ��


� �
��
�



Im
p

o
rtan

ce
sam

p
lin

g

Likelihood
w

eighting
is

a
specialcase

ofa
m

ore
generalprocedure,

called
im

p
o

rtan
ce

sam
p

lin
g

�

S
uppose

w
e

w
antto

estim
ate

the
expected

value
ofa

random

variable �

draw
n

according
to

the
probability

distribution

�
� �
� .

�

B
utinstead,w

e
have

only
sam

ples
draw

n
according

to

���
� �
� .

�

W
e

do
a

sim
ple

trick:

�
� �
�

�

�
���

� �
�
���

�

�
��� �

� �
�
��� �

� �
�
���

� �
� �

�
���

�

S
o

w
e

w
illaverage

each
sam

ple��

w
eig

h
ted

by
the

ratio
ofits

probability
under

the
targetand

the
sam

pling
distribution.

W
e

w
illuse

this
idea

again
in

M
arkov

D
ecision

P
rocesses.



E
rro

r
o

f
likelih

o
o

d
w

eig
h

tin
g

�

Intuitively,the
w

eights
reflectthe

probabilities
ofthe

sam
ples.

S
o

to
geta

good
approxim

ation,w
e

require
a

certain
“m

ass”

�

S
everalbounds

exist,allspecifying
the

totalm
ass

as
a

function

ofthe
error

guarantees
and

the
“extrem

eness”
ofthe

C
P

D
s

�

H
ence,w

e
m

ightstillneed
a

lotofsam
ples

before
w

e
can

m
ake

good
estim

ates!



M
C

M
C

m
eth

o
d

s

A
nother

quite
differentidea

is
to

generate
a

“random
w

alk”
over

variable
assignm

ents
thatare

consistentw
ith

the
evidence.

�

V
iew

the
sam

pling
process

as
a

M
arkov

C
hain

�

W
e

alw
ays

generate
a

new
sam

ple
by

“perturbing”
a

previously

generated
sam

ple

�

In
the

lim
it,ifw

e
are

careful,the
sam

ples
w

illapproxim
ate

the

desired
distribution



G
ib

b
s

sam
p

lin
g

1.
Initialization

�

F
or

each
evidence

variable�� ,setitto
the

observed
value

��
�

S
etallother

variables
to

random
values

(e.g.
by

forw
ard

sam
pling)

T
his

gives
us

a
sam

ple�������
� ��

.

2.
R

epeat

�

P
ick

a
variable��

uniform
ly

random
ly

�

S
am

ple� ��

from

�
� ��� �������

� �� ��� ��� ������
� ��
� �

� .

�

F
or

allother
variables,preserve

the
existing

values:

� ��
�
��

����
� �
�

�

T
he

new
sam

ple
is� �������

� � ��



W
hy

G
ib

b
s

w
o

rks
in

B
ayes

n
ets

T
he

key
step

is
sam

pling
according

to

�
� ��� �������

� �� ��� ��� �� ���
� ��
� �

� .
B

utin
B

ayes
nets,w

e
know

that:

�
� ��� ��� ���

� �� ��� ��� ������
� ��

�
�

�
� ��� ��
� ����

w
here ��

� ���

is
the

M
arkov

blanketof ��

(parents,children
and

spouses).
S

o
w

e
only

need
to

figure
out

�
� ��� ��
� ���� .

Let

��
��

�
�

� ���
���

be
the

children
of��

W
e

can
show

(problem
set3)

that:

�
��������
�
	
��� �

�
����� ���


��
�
	
���

�� �
� �
�
�� � ���


��
�
�� ��

���� �
��� �� � ���


��
�
	
���

�� �
� �
�
�� � ���


��
�
�� ��



E
xam

p
le

1.
G

enerate
a

firstsam
ple:

�
�

	
� �

�
	

� �
�

	
� 


�
�.

2.
P

ick

�

,sam
ple

itfrom

�
� �
� �

�
	

� 


�
�

� �
�

	
� .

S
uppose

w
e

get

�
�

�.

3.
O

ur
new

sam
ple

is

�
�

	
� �

�
�

� �
�

	
� 


�
�

4.
....



Im
p

lem
en

tin
g

G
ib

b
s

sam
p

lin
g

�

N
ote

thatthe
sam

ples
w

e
getin

the
beginning

ofthe
sam

pling

are
“unlikely”.

W
e

need
to

run
G

ibbs
sam

pling
for

a
w

hile
before

w
e

startgetting
“good”

sam
ples.

T
his

stage
is

called
“burn

in”

�

W
ays

ofim
plem

enting:

–
R

un�

tim
es

starting
from

differentstates.
E

ach
tim

e,run

for�

steps,for
som

e
fairly

large

�

,then
take

justone

resulting
sam

ple.
H

as
a

good
chance

ofcovering
the

space

ofpossible
sam

ples

–
S

tartjustfrom
one

sam
ple,run

for
a

really
long

tim
e,then

take�

sam
ples.

In
this

case,the
sam

ples
w

illnotbe

independent(butthe
correlation

is
w

eak)

–
A

hybrid
ofthe

tw
o



A
n

alyzin
g

G
ib

b
s

sam
p

lin
g

�

C
onsider

the
variables�������

� ��

.
E

ach
possible

assignm
ent

ofvalues
to

these
variables

is
a

state
ofthe

w
orld,

� �������
� ��


 .

�

In
G

ibbs
sam

pling,w
e

startfrom
a

given
state



�

� �������
� ��


 .
B

ased
on

this,w
e

generate
a

new
state,


 �
�

� � �������
� � ��


 .

T
he

new
state

only
depends

on
the

previous
state,noton

any

state
thatcould

have
happened

before!

�

F
or

any

� 
 �

,there
is

a
w

ell-defined
probability

ofgenerating
 �

ifw
e

are
in


(w
hatis

that?)

G
ibbs

sam
pling

constructs
a

M
arkov

ch
ain

over
the

B
ayes

net



M
arkov

ch
ain

s

A
M

arkov
chain

is
defined

by:

�

A
setofstates

�

�

A
starting

distribution
over

the
setofstates

�
� 
�

�
�

� 

�

�

�

�

A
stationary

transition
probability

�
�
� �

�
�

� 

�� �

�

 �

� 

�

�

�



�

�


�
� ���
�



�

�



�� �

� ���



S
tead

y-state
(statio

n
ary)

d
istribu

tio
n

W
hatis

�
� 


�

�
�

� 

�

�
�� ?

�
� �� �

�� �
�

�
��
�

� ��

�
� �

�� � �
�� �

�

�
��
�

�
�

� �
�� � �

�� �
� �

�� �
� �

� �
�� �

�

�
��

�

�
� �� �
� �

� �
�� �

�

�
��

U
nder

reasonable
assum

ptions,this
process

converges
to

a
unique

solution,called
the

steady-state
d

istribu
tio

n
:

� �
� ��

�

����� 	
�

� �
�

�
�� �

��

N
ote

that� �
� ��

does
notdepend

atallon
the

startstate
distribution



S
am

p
lin

g
th

e
stead

y-state
d

istribu
tio

n

T
he

M
C

theory
suggests

a
w

ay
ofsam

pling
the

stationary

distribution:

�

S
et ��

�
�

for
som

e
arbitrary�

�

F
or�

�
�

� ���
� �

,if

�

�

 ,sam

ple
a

value
 �

for

�� �

based

on

�
�
� �

�

R
eturn


�

.

If �

is
large

enough,this
w

illbe
a

sam
ple

from
� �



M
arkov

C
h

ain
M

o
n

te
C

arlo

�

C
onstructa

M
arkov

C
hain

corresponding
to

the
B

ayes
net

�

M
ake

sure
thatthe

chain
has

the
rightstationary

distribution

�

S
im

ulate
the

chain
for �

steps
to

geta
sam

ple

G
ibbs

sam
pling

is
the

sim
plestillustration

ofthis
idea.



D
esig

n
in

g
M

arkov
C

h
ain

s

H
ow

do
w

e
ensure

thatthe
M

arkov
C

hain
has

the
“right”

probability

distribution?

Look
again

at:� �
� ��

�

�
� �� � �

� ��
�

�
�� �� �

� �
�

If

��
�

�
� �

�
�

�� ��
�

�� �� ,this
equality

is
satisfied.

T
his

gives
us

a
condition

thatw
e

can
check

locally!


