
L
ectu

re
6:

In
feren

ce

�

V
ariable

elim
ination

revisited

�

M
ore

efficientinference

�

C
oping

w
ith

loops

–
C

lustering

–
C

utsetconditioning

�

A
pproxim

ate
inference



R
ecallfro

m
last

tim
e:

V
ariab

le
elim

in
atio

n

�

V
ariable

elim
ination

is
a

generalalgorithm
for

exactinference
in

B
ayes

netw
orks

�

Itis
a

dynam
ic

program
m

ing
algorithm

:
itavoid

re-com
puting

by

storing
interm

ediate
results

(called
factors)

�

Itcan
be

view
ed

as
perform

ing
the

sum
m

ation
needed

to

com
pute

a
likelihood

in
an

efficientw
ay

�

G
eneralvariable

elim
ination

is
N

P
-hard,and

the
perform

ance

depends
on

the
ordering

ofthe
nodes

�

G
ood

heuristics
for

ordering
nodes

exist

�

V
ariable

elim
ination

is
efficientin

polytrees

�

Today
w

e
look

atm
ethods

for
dealing

efficiently
w

ith
netw

orks

thatare
notpolytrees.



E
xam

p
le:

S
p

rin
kler

n
etw

o
rk

W
etG

rass

C
loudy

Sprinkler
R

ain

H
ow

do
w

e
m

ake
inference

w
ith

this
netw

ork
m

ore
efficient?

�

Ifitis
nota

polytree,m
ake

itone!

�

P
retend

the
netw

ork
is

indeed
a

polytree,and
use

P
earl’s

belief

propagation
algorithm

(loopy
beliefpropagation)

N
otw

ell-founded
theoretically,butV

E
R

Y
successfulin

practice

(e.g.
turbo-codes

for
transm

itting
inform

ation
over

a
noisy

channel)

�

A
pproxim

ate
the

probabilities
rather

than
com

puting
exactly



C
reatin

g
a

p
o

lytree

M
ain

idea:
take

nodes
and

collapse
them

together

W
etG

rass

C
loudy

Sprinkler
R

ain

W C

S+
R



Id
eas

fo
r

creatin
g

p
o

lytrees

�

O
bviously,every

netw
ork

can
be

collapsed
into

a
polytree

w
ith

one
node,corresponding

to
the

jointdistribution

W
e

w
ould

like
som

ething
m

ore
efficient!

�

Trivialim
provem

ent:
w

e
leave

the
“leaf”

nodes
alone,collapse

allother
nodes

S
tillcan

lead
to

huge
tables

�

C
onstructa

jo
in

tree
(junction

tree,clique
tree)



E
xam

p
le:

V
ariab

le
elim

in
atio

n

T
he

initialsetoffactors
is: �

���
� �
�
���
� �
� �
�
���
� �
� �
�
��	
� �� �
�

S
uppose

thatw
e

w
antto

com
pute

�
� 	
�

and
choose

the
ordering


 �� �
� �
�

to
elim

inate
variables

1.
E

lim
inate�

:� 

���
� �
���

�
�
� �
� �
���
� �
� �
���
� �
�

N
ow

the
setoffactors

rem
ains

�
� 	
� �� �
� �
� 

���
� �
�

(the
other

factors
w

ere
used)

2.
E

lim
inate�

:� �
� �� 	
� �

�
� 

���
� �
� �
��	
� �� �
�

T
he

setoffactors
is

now

� �
���� 	
� .

3.
E

lim
inate�

:� �
��	
� �

�
� �
���� 	
�

C
onvince

yourselves
thatthis

indeed
gives

us
the

correctansw
er!

W
hatis

the
induced

graph
ofthe

netw
ork?



E
xam

p
le:

In
d

u
ced

g
rap

h

W
etG

rass

C
loudy

Sprinkler
R

ain

In
the

induced
graph,w

e
connectallvariables

thatappear
in

the

sam
e

factor
in

variable
elim

ination.
T

his
m

eans
thatw

e
getatleast

alledges
in

the
m

oralgraph,and
potentially

m
ore

T
he

inference
process

is
exponentialin

the
size

ofthe
largestclique

in
the

graph
(w

hich
is

3,in
our

case).



C
lu

ster
tree

G
oing

back
to

the
variable

elim
ination

process,consider
w

hat

happens
before

w
e

elim
inate

a
variable:

�

E
ach

factor
contributing

to
the

com
putation

is
in

som
e

table.

�

T
he

“ensem
ble”

oftables
is

a
data

structure,associated
w

ith
a

clu
ster

ofvariables.

E
.g.

to
com

pute

� 


w
e

need
tables

involving�

,�

,�

�

C
om

puting
a

factor
involves

inform
ation

from
another

factor
E

.g.

� �

uses

� 




C
lu

ster
tree

A
clu

ster
tree

(resulting
from

variable
elim

ination)
is

a
tree

w
here:

�

E
ach

node
corresponds

to
a

factor
from

variable
elim

ination.

�

W
e

draw
an

edge
from

cluster�
�

to
cluster�

�

iffactor�
�

is

used
to

com
pute

factor�
� .

W
e

annotated
the

edge
by

the

variables
presentin

�
� .

S

C
1: C

,R
,S

C
2: R

,S,W

C
3: S,W

R
,S



P
ro

p
erties

o
f

th
e

clu
ster

tree

�

Itis
faith

fu
lto

the
B

ayes
net,i.e.

for
every

variable

�

,


 �
���
�
��
��
��
� �
�

appears
as

a
subsetofsom

e
cluster

�

R
u

n
n

in
g

in
tersectio

n
p

ro
p

erty:
If�

appears
in

clusters�
�

and�
� ,italso

appears
in

every
cluster

on
the

path
betw

een�
�

and�
�

T
here

can
be

severaltrees
w

ith
this

property!
T

hese
are

called
jo

in

trees,ju
n

ctio
n

trees
or

cliq
u

e
trees

A
join

tree
or

clique
tree

can
be

com
puted

outside
variable

elim
ination,justby

looking
atthe

graph
structure

ofthe
netw

ork



C
o

n
stru

ctin
g

a
jo

in
tree

1.
M

oralize
the

graph

2.
Triangulate

the
graph

(P
earl,S

ec.
3.2.4)

(a)
F

ind
an

ordering
ofthe

nodes,e.g.
through

m
axim

um

cardinality
search

(b)
S

tarting
from�

to
1,fillin

edges
betw

een
any

tw
o

neighbors

ofthe
currentnode

thathave
low

er
rank

F
inding

an
optim

altriangulation
is

N
P

-hard.

3.
F

ind
allthe

cliques
in

the
resulting

graph;these
w

illbe
the

vertices
ofthe

tree

4.
D

raw
the

edges
betw

een
the

vertices
in

such
a

w
ay

as
to

enforce
the

running
intersection

property

T
here

are
efficientalgorithm

s
for

doing
inference

on
clique

trees



C
liq

u
e

trees
vs.

V
ariab

le
elim

in
atio

n

�

B
oth

use
the

sam
e

kinds
ofcom

putation

�

T
he

overallcom
plexity

is
the

sam
e

�

C
lique

trees
are

com
puted

ah
ead

o
f

tim
e

and
then

justused

w
hen

w
e

need
to

do
inference

H
ence

they
require

m
ore

space,butthen
w

e
can

re-use
them

a

lot

�

Inference
using

clique
trees

can
be

in
crem

en
taland

lazy

�

T
he

inference
algorithm

specific
to

clique
trees

is
designed

to

be
very

efficienton
queries

involving
m

ultiple
variables.



E
xam

p
le:

V
ariab

le
elim

in
atio

n
w

ith
evid

en
ce

S
uppose

thatw
e

w
antto

com
pute

�
� 	
� � �
�� .

T
his

involves

com
puting

�
���
�
�� 	
�

and
then

norm
alizing.

S
o

w
e

com
pute

�
���
�
�� 	
�

using
variable

elim
ination.

T
he

initialsetoffactors
is:

�
� �
� �
�
���
�
�� �
� �
�
���
� �
� �
�
� 	
� � �
�� �
�

W
e

choose
the

ordering


 �� �
�

to
elim

inate
variables

1.
E

lim
inate�

:� 

���
���

�
�
� �
� �
���
�
�� �
� �
���
� �
�

N
ow

the
setoffactors

rem
ains

�
� 	
� � �
�� �
� �
� 

���
�

(the

other
factors

w
ere

used)

2.
E

lim
inate�

:� �
��	
� �

�
�
��	
� � �
�� �
� � 

���
�



E
xam

p
le:

U
sin

g
evid

en
ce

w
ith

th
e

jo
in

t
tree

W C

S+
R

W
e

plug
in�

�
�

everyw
here

w
here�

appears



E
xam

p
le:

B
ad

o
rd

erin
g

T
he

initialsetoffactors
is: �

���
� �
�
���
� �
� �
�
���
� �
� �
�
��	
� �� �
�

S
uppose

thatw
e

w
antto

com
pute

�
� 	
�

and
choose

the
ordering


 �
� �� �
�

to
elim

inate
variables

1.
E

lim
inate�

:�
�



���� �� 	
� �

�
�
� �
� �
� �
� 	
� �� �
�

N
ow

the
setoffactors

rem
ains

�
���
� �
�
���
� �
� �
�

�



� �� �� 	
�

(the
other

factors
w

ere
used)

2.
E

lim
inate�

:�
�

�
� �� 	
���

�
�

�



���� �� 	
� �
� �
� �
�

T
he

setoffactors
is

now

�
�

�
� �� 	
� �
�
� �
� .

3.
E

lim
inate�

:� �
��	
� �

�
�

�

�
� �� 	
�

C
onvince

yourselves
thatthis

indeed
gives

us
the

correctansw
er

again!

W
hatis

the
induced

graph
ofthe

netw
ork?



Tree
in

d
u

ced
by

b
ad

o
rd

erin
g

S
om

e
ofthe

nodes
are

really
big.

T
his

can
happen

in
som

e

netw
orks

w
ith

good
orderings

too!



C
u

tset
co

n
d

itio
n

in
g

M
ain

id
ea:

Instead
ofbuilding

one
polytree

w
ith

big
nodes,w

e
build

a
few

polytrees,buteach
one

is
sim

ple
(notm

ore
com

plex
than

the

originalnetw
ork)

C
u

tset
co

n
d

itio
n

in
g

:

�

P
ick

a
setofvariables

thatw
ould

break
the

cycles
in

the

netw
ork.

T
hese

form
the

cu
tset

�

S
ubstitute

allpossible
values

for
each

variable

�

F
or

each
value

com
bination,w

e
geta

polytree

�

W
hen

w
e

have
a

query,com
pute

the
answ

er
in

each
polytree,

then
add

up
the

num
bers!



 W
et

G
rass

R
ain

S
prinkler

+
C

loudy
+

C
loudy

 W
et

G
rass

R
ain

S
prinkler

−
C

loudy
−

C
loudy

P
ro

b
lem

:
N

u
m

b
er

o
f

trees
is

exp
o

n
en

tialin
th

e
size

o
f

th
e

cu
tset!



B
o

u
n

d
ed

cu
tset

co
n

d
itio

n
in

g

�

O
rder

the
trees

in
the

decreasing
order

oftheir
likelihood

�

E
valuate

only
one

ofthe
trees,untilsatisfied

w
ith

the
results

T
his

is
the

approach
used

in
the

H
ugin

system
(w

w
w

.hugin.com
).

It

is
w

orth
checking

itout!

T
h

is
is

an
ap

p
roxim

atio
n

alg
o

rith
m



A
p

p
roxim

atio
n

alg
o

rith
m

s

�

M
ostofthe

tim
e,w

e
do

notneed
to

know
exactprobabilities,

justrough
values

E
.g.

W
hen

the
probabilities

are
justan

interm
ediate

step
to

m
aking

som
e

decision


