
L
ectu

re
5:

E
xact

in
feren

ce

�

Q
ueries

�

Inference
in

chains

�

V
ariable

elim
ination

–
W

ithoutevidence

–
W

ith
evidence

�

C
om

plexity
ofvariable

elim
ination



Q
u

eries

B
ayesian

netw
orks

can
answ

er
questions

aboutthe
underlying

probability
distribution:

�

Likelihood:
w

hatis
the

probability
ofa

given
value

assignm
ent

for
a

subsetofvariables �
?

�

C
onditionalprobability

query:
w

hatis
the

probability
ofdifferent

value
assignm

ents
for

query
variables �

given
evidence

about

variables �

?
I.e.

com
pute �� �� � ���

�

M
ostprobable

evidence
(M

P
E

):given
evidence � �� ,find

an

instantiation
ofallother

variables
in

the
netw

ork,�
�	�

�

,

w
hich

has
the

highestprobability:

��
� �
� � ��� �� ����
� ��
�� �
��� � ���



Q
u

eries
(co

n
tin

u
ed

)

M
axim

u
m

a
p

o
sterio

ri(M
A

P
)

q
u

ery:
given

evidence� �� ,and
given

a
subsetofvariables�

,find
the

m
ostlikely

assignm
entof

values
to

the
variables

in �
given

that � �� :

�
��� �� � ��� �� �� �
� ��

�� �
�

�� � ���

E
xam

ples
ofM

A
P

queries:

�

In
speech

recognition,given
a

speech
signal,one

can
attem

pt

to
reconstructthe

m
ostlikely

sequence
ofw

ords
thatcould

have

generated
the

signal.

�

In
classification,given

the
training

data
and

a
new

exam
ple,w

e

w
antto

determ
ine

the
m

ostprobable
class

labelofthe
new

exam
ple.



C
o

m
p

lexity
o

f
in

feren
ce

G
iven

a
B

ayesian
netw

ork
and

a
random

variable	

,deciding

w
hether�� 	

�
��

�

�

is
N

P
-hard

(see
Friedm

an
and

K
oller’s

notes
for

details).

�

T
his

im
plies

thatthere
is

no
generalinference

procedure
that

w
illw

ork
efficiently

for
allnetw

ork
configurations

�

B
utfor

particular
fam

ilies
ofnetw

orks,inference
can

be
done

efficiently.



L
ikelih

o
o

d
in

feren
ce

in
sim

p
le

ch
ain

s

C
onsider

a
sim

ple
chain

ofnodes:

�

�

�
�

�
�

�

H
ow

do
w

e
com

pute�� �� ?

�� �� �
�

�� � �
�� �� �� � �
��

A
llthe

num
bers

required
are

in
the

C
P

T
s.

If
�

has

�

possible
values

and

�

has

�

possible
values,this

requires

�� �
��

operations:

�

m
ultiplications

and

� 

	

additions
for

each
ofthe

�
values

of

�

.



In
feren

ce
in

sim
p

le
ch

ain
s

(2)

�

�

�
�

�
�

�

N
ow

how
do

w
e

com
pute �� �� ?

�� ��
�

�

�� �
�

��� �� �
�

��

�
�

�

�� � �
�� �� �
�

�� � �
��
�� �� �
�

��

W
e

use�� �� ,w
hich

is
already

com
puted,and

the
localC

P
T

of

node

�

.



In
feren

ce
in

sim
p

le
ch

ain
s

(3)

	
�

�

	
�

�

���
�

	
�

H
ow

do
w

e
com

pute �� 	
�� ?

W
e

com
pute �� 	

�� �
����� 	
��

iteratively.
E

ach
step

only
takes

�� � 	
����� 	
��
���

operations
(w

here� 	� is
the

num
ber

ofpossible

values
ofvariable 	

),and
the

algorithm
is

linear
in

the
num

ber
of

variables.

Ifw
e

w
ould

have
generated

the
w

hole
jointdistribution

and
sum

m
ed

out,w
e

w
ould

have
needed

��� �
� �
�� 	
��� ��

operations!



E
lim

in
atio

n
o

f
variab

les
in

ch
ain

s

Letus
exam

ine
the

chain
exam

ple
again:

�

�

�
�

�
�

�

.
S

uppose
w

e
w

antto
com

pute�� �� :

�
���
�

�

�
�	�
��


�
���
��
��
 �
�

�

�
�	�
��


�
���
� �
� �
� �
� �
� �
� �
� �
� �
� �
�

�




�
� �
� �
�

�

�
� �
� �
�

�
�

� �
� �
� �
���
�

T
he

innerm
ostsum

m
ation

depends
only

on
the

value
of

�

.
S

o
w

e

can
com

pute
a

factor

�
�� �� ,w

ith
one

entry
for

each
value

of

�

.

T
hen

w
e

can
use

this
to

com
pute

a
factor

�
�� ��

etc.

T
h

is
is

a
fo

rm
o

f
dyn

am
ic

p
ro

g
ram

m
in

g



P
o

o
lin

g

C
onsider

the
case

w
hen

a
node

has
m

ore
than

one
parent,e.g.:

(
D
UWK

T
XD

N
H

5
D
G
LR

%
X
UJ
OD
U\

$
OD
UP

&
D
OO

(
D
UWK

T
XD

N
H

5
D
G
LR

%
X
UJ
OD
U\

$
OD
UP

&
D
OO

H
ow

do
w

e
com

pute �� �� ?

�
� �
�

�

�
�

� �
� �
� �
���
�

�

�
�

� �
� �
�

�
�	�

�
���
� �
��
� �
� �
� �
� �
�

A
B

ayes
netw

ork
is

called
a

p
o

lytree
ifthe

underlying
undirected

graph
is

a
tree.



W
h

at
if

th
e

n
etw

o
rk

is
n

o
t

a
p

o
lytree?

���� ��

���	


� � �	 ���

���	


� � �	 ���

�� ���� ��

S
uppose

w
e

w
antto

com
pute�� �

� .

�
���

�

�

�
���
��


�
���
��
��
 �
�

�
�
���
��


�
���

� �
��
� �
� �
� �
� �
� �
� �
� �
� �
�

�

�
� �

�
���

� �
��
�




�
� �
� �
� �
� �
� �
� �
� �
�

N
ote

thatin
this

case
w

e
have

a
m

ore
com

plex
factor,w

hich

depends
on

tw
o

variables.



V
ariab

le
elim

in
atio

n
w

ith
o

u
t

evid
en

ce

G
iven:

A
B

ayes
netw

ork
and

a
setofquery

variables �
��
�����

1.
Initialize

the
setoffactors:� �

� �� 	
�� �

��
��
��� 	
��� �
�
	
� .

2.
Let� �

�
������
�
� 	
��
���	
�� 

� �
�
������

3.
F

or� �
	
����

do:

(a)
E

xtractfrom

�

allfactors
�
��
���� 

m
entioning �

�

(b)
Let

���
�
���

�
��

(c)
Let

����
�

��
� �

.

(d)
Insert

����

in

�

4.
R

eturn

� �
�
�

S
teps

(a)
and

(b)
elim

inate
variable�

� ;this
is

w
here

the

com
putations

actually
take

place.



E
xam

p
le:

A
sia

n
etw

o
rk

T
his

exam
ple

is
taken

from
K

oller
and

Friedm
an’s

notes:

T
uberculosis

A
bnorm

ality

to A
sia

B
ronchitis

L
ung C

ancer Sm
oking

D
yspnea

X
-ray

in C
hest

V
isit

S
uppose

w
e

w
antto

com
pute �� �� .

S
o

� �
� �� 	���
���
���
�

��
��

.

N
ote

thatw
e

can
use

any
ordering

ofthe
variables

during

elim
ination



P
red

ictive
in

feren
ce

w
ith

evid
en

ce
in

ch
ain

s

S
uppose

w
e

know
that

� �
� .

H
ow

do
w

e
com

pute �� �� � �
�� ?

�
� �
� �

�
��

�

�
� �
 �

�
��

�
� �

�
��

�

�
�

� �
��
 �

�
��

�
���

�
��

�

�
�

� �
� �
� �
� �
� �

�
�� �

� �

�
��

�
���

�
��

�

�

�
� �
� �
� �
� �
� �

�
��

W
ithoutknow

ing

�

,com
puting�� ��

��
required

another
factor:

�
� �
 �
�

�
�

�
� �
��
 �
�

�
�

�
� �
� �
�

�
�

� �
� �
� �
���
�

C
om

puting �� ��
� �

��

requires
using �� �� � �

�� �� � �
��

instead
of

� �� �� �� �� �� .
W

e
elim

inated
the

factor
inconsistent

w
ith

the
evidence.



C
au

salin
feren

ce
w

ith
evid

en
ce

in
ch

ain
s

A
gain

the
chain

exam
ple:

�

�

�
�

�
�

�

.
S

uppose
w

e
know

that

�
�

� .
H

ow
do

w
e

com
pute�� �� �

�
�� ?

W
e

apply
B

ayes
rule:

�� �� �
�

�� �
�� ��
�
�

��

�� �
�

��

W
e

do
notneed

to
com

pute�� �
�

�� ,thatcom
es

outofsum
m

ing

the
num

erators
for

allvalues
of

�

.

�� ��
�
�

��

can
be

com
puted

using
B

ayes
rule:

�� ��
�
�

�� ��� �
�

�� �� �� �� .
T

his
can

be
view

ed
as

a
m

essage
passing

from

�

to
�

.



C
au

salin
feren

ce
w

ith
evid

en
ce

in
ch

ain
s

(2)

�

�

�
�

�
�

�

S
uppose

w
e

know
that

� �
� .

H
ow

do
w

e
com

pute�� �� � �
�� ?

�� �� � �
�� �

�� ��
� �

��

�� � �
��

�
�� � �

�� �� �� ��

�� � �
��

�� � �
�� ��

is
know

n
from

the
C

P
T

ofnode

�

.�� ��

can
be

com
puted

using
forw

ard
inference,justlike

before.

�

receives
som

e
inform

ation
from

�

(backw
ard

pass)
and

som
e

from

�

(forw
ard

pass),and
perform

s
the

com
putation.



In
feren

ce
w

ith
evid

en
ce

in
p

o
lytrees

(
D
UWK

T
XD

N
H

5
D
G
LR

%
X
UJ
OD
U\

$
OD
UP

&
D
OO

(
D
UWK

T
XD

N
H

5
D
G
LR

%
X
UJ
OD
U\

$
OD
UP

&
D
OO

H
ow

do
w

e
com

pute �� 
� � �
�� ?

W
e

need �� 
�

� �
�� .

�� 
�

� �
��
�

�
� � �� 

�
��

� �
��

��

�
�

�� � �
�� ��

�

�� 
� �� �� �� �� 
�

��



E
xam

p
le:

A
sia

n
etw

o
rk

S
uppose

w
e

observe
thatthe

person
sm

okes
and

thatthe
X

-ray

com
es

outnegative.
H

ow
does

this
change

the
variable

elim
ination

w
e

did
before?

T
uberculosis

A
bnorm

ality

to A
sia

B
ronchitis

L
ung C

ancer Sm
oking

D
yspnea

X
-ray

in C
hest

V
isit

F
irstw

e
reduce

allfactors
to

elim
inate

the
parts

inconsistentw
ith

the
evidence



V
ariab

le
elim

in
atio

n
w

ith
evid

en
ce

G
iven:

A
B

ayes
netw

ork,a
setofquery

variables �
��
����� ,and

evidence

�
��
����
� .

1.
Initialize

the
setoffactors: � �

� �� 	
�� �

��
��
��� 	
��� �
�
	
� .

2.
F

or
each

factor,ifitcontains

�
� ,retain

only
the

appropriate

portion
(to

be
consistentw

ith
the

evidence)

3.
Let� �

�
������
�
� 	
��
���	
�� 

� �
�
������ 

���
�
����
��

4.
F

or� �
	
����

do:

(a)
E

xtractform

�

allfactors

�
��
���� 

m
entioning �

�

(b)
Let

���
�
���

�
��

(c)
Let

����
�

��
� �

.

(d)
Insert

����

in

�

5.
R

eturn

� �
�
�



C
o

m
p

lexity
o

f
variab

le
elim

in
atio

n

�

W
e

need
atm

ost

�� ��
m

ultiplications
to

create
one

entry
in

a

factor

�

�

T
he

size
ofa

factor

�

containing

�

variables
is

� �

,w
here

�

is

the
m

axim
um

arity
ofa

variable

�

W
e

need

�� ��

additions

S
o

to
be

efficient,itis
im

portantto
have

sm
allfacto

rs.



In
d

u
ced

g
rap

h

W
e

w
illtry

to
understand

the
size

ofthe
factors

in
term

s
ofthe

graph

structure.

G
iven

a
B

ayes
netstructure

�

and
an

elim
ination

ordering

�
��
����� ,the

in
d

u
ced

g
rap

h

�

is
an

undirected
graph

over

	
�
���	
�

w
here	

�

and	
�

are
connected

by
an

edge
ifthey

both

appear
in

an
interm

ediate
factor

�

generated
by

variable
elim

ination.



E
xam

p
le:

A
sia

n
etw

o
rk

F
or

our
previous

exam
ple,letus

constructthe
induced

graph:

T
uberculosis

A
bnorm

ality

to A
sia

B
ronchitis

L
ung C

ancer Sm
oking

D
yspnea

X
-ray

in C
hest

V
isit

N
ote

thatthe
m

oralized
graph

is
alw

ays
a

subgraph
ofthe

induced

graph.



C
liq

u
es

T
uberculosis

A
bnorm

ality

to A
sia

B
ronchitis

L
ung C

ancer Sm
oking

D
yspnea

X
-ray

in C
hest

V
isit

�

A
com

plete
subgraph

of

�

is
a

subsetofvertices
such

that

each
vertex

is
connected

to
every

other
vertex

�

A
clique

is
a

m
axim

alcom
plete

subgraph
(one

to
w

hich
no

vertices
can

be
added)



C
o

m
p

lexity
o

f
variab

le
elim

in
atio

n

T
heorem

:

1.
E

very
clique

in
the

induced
graph

corresponds
to

an

interm
ediate

factor
in

the
com

putation

2.
E

very
factor

generated
during

variable
elim

ination
is

a
subsetof

som
e

m
axim

alclique.

S
ee

K
oller

and
Friedm

an
notes

for
the

proofdetails.

T
herefore,com

plexity
is

exponentialin
the

size
ofthe

largestclique



C
o

n
seq

u
en

ce:
P

o
lytree

in
feren

ce

F
or

the
class

ofpolytree
netw

orks,the
problem

ofcom
puting

�� 	�
��

for
any 	

can
be

solved
in

tim
e

linear
in

the
size

ofthe

netw
ork

(w
hich

includes
allthe

C
P

T
s).

P
ro

o
f:

W
e

can
order

the
nodes

from
the

leaves
inw

ard.
T

he

induced
graph

is
exactly

the
m

oralgraph
ofthe

tree.
S

o
the

largest

clique
is

the
largestfam

ily
in

the
graph.

T
he

conclusion
follow

s.



H
eu

ristics
fo

r
n

o
d

e
o

rd
erin

g

�

M
axim

um
cardinality:

N
um

ber
the

nodes
from

1
to�

,alw
ays

assigning
the

nextnum
ber

to
the

vertex
having

the
largestsetof

previously
num

bered
neighbors.

T
hen

elim
inate

nodes
from�

to
1.

�

M
inim

um
discrepancy:

A
lw

ays
elim

inate
the

node
thatcauses

the
few

estedges
to

be
added

to
the

induced
graph

�

M
inim

um
size/w

eight:
E

lim
inate

the
node

thatcauses
the

sm
allestclique

to
be

created
(either

in
term

s
ofnum

ber
of

nodes,or
in

term
s

ofnum
ber

ofentries).



S
u

m
m

ary

�

G
eneralexactinference

in
B

ayesian
netw

orks
is

N
P

-hard

�

V
ariable

elim
ination

is
a

generalalgorithm
for

exactinference

�

B
y

analyzing
variable

elim
ination

w
e

can
see

the
“easy”

cases

for
inference:

–
w

hen
the

netis
a

polytree

–
w

hen
the

m
axim

um
clique

ofthe
induced

graph
is

sm
all

�

H
euristics

for
ordering

w
ork

pretty
w

ellin
practice


