
L
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re
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R
ein

fo
rcem

en
t

L
earn

in
g

-
P

art
1

T
he

reinforcem
entlearning

problem

B
riefhistory

and
exam

ple
applications

W
hatto

learn:
policies

and
value

functions



C
o

n
tro

lL
earn

in
g

C
onsider

learning
to

choose
actions,e.g.,

�

R
obotlearning

to
dock

on
battery

charger

�

Learning
to

choose
actions

to
optim

ize
factory

output

�

Learning
to

play
B

ackgam
m

on

S
pecific

problem
characteristics:

�

D
elayed

rew
ard

�

O
pportunity

for
active

exploration

�

T
here

m
ay

notexistan
adequate

teacher!

�

M
ay

need
to

learn
m

ultiple
tasks

using
the

sam
e

sensors/effectors



S
u

p
ervised

L
earn

in
g

T
raining Info: D

esired (target) O
utput

Supervised
L

earning

Inputs
O

utputs

E
rror

=
(targetoutput-

actualoutput)



R
ein

fo
rcem

en
t

L
earn

in
g

(R
L

)

R
einforcem

ent
L

earning

Inputs
O

utputs: actions

T
raining Info: E

valuations (rew
ards/penalties)

O
bjective:

G
etas

m
uch

rew
ard

as
possible



K
ey

F
eatu

res
o

f
R

L

�

T
he

learner
is

nottold
w

hatactions
to

take

�

Itfind
finds

outw
hatto

do
by

trial-and-error
search

�

P
ossibility

ofdelayed
rew

ard:
sacrifice

short-term

gains
for

greater
long-term

gains

�

N
eed

to
explore

and
exploit

�

T
he

environm
entis

stochastic
and

unknow
n



B
rief

H
isto

ry

�

M
insky’s

P
hD

thesis
(1954):

S
tochastic

N
eural-A

nalog
R

einforcem
ent

C
om

puter

�

S
am

uel’s
checkers

player
(1959)

�

Ideas
aboutstate-action

rew
ards

from
anim

allearning
and

psychology

�

D
ynam

ic
program

m
ing

m
ethods

developed
in

operations
research

(B
ellm

an)

�

D
ied

dow
n

in
the

70s
(along

w
ith

m
uch

ofthe
learning

research)

�

Tem
poraldifference

(T
D

)
learning

(S
utton,1988),for

prediction

�

Q
-learning

(W
atkins,1989),for

controlproblem
s

�

T
D

-G
am

m
on

(Tesauro,1992)
-

the
big

success
story

�

E
vidence

thatT
D

-like
updates

take
place

in
dopam

ibne
neurons

in
the

brain
(W

.S
chultz

et.al,1996)

�

C
urrently

a
very

active
research

com
m

unity,w
ith

links
to

differentfields



S
u

ccess
S

to
ries

�

T
D

-G
am

m
on

(Tesauro,1992)

�

E
levator

dispatching
(C

rites
and

B
arto,1995):

better
than

industry

standard

�

Inventory
m

anagem
ent(V

an
R

oy
et.

al):
10-15%

im
provem

entover

industry
standards

�

Job-shop
scheduling

for
N

A
S

A
space

m
issions

(Z
hang

and
D

ietterich,

1997)

�

D
ynnam

ic
channelassignem

entin
cellular

phones
(S

ingh
and

B
ertsekas,1994)

�

Learning
w

alking
gaits

in
a

legged
robot(H

uber
and

G
rupen,1997)

�

R
obotic

soccer
(S

tone
and

V
eloso,1998)

-
partofthe

w
orld-cham

pion

approach



A
llthese

are
large,stochastic

optim
alcontrolproblem

s:

�

C
onventionalm

ethods
require

the
problem

to
be

sim
plified

�

R
L

justfinds
an

approxim
ate

solution!

A
n

approxim
ate

solution
can

be
better

than
a

perfect

solution
to

a
sim

plified
problem



E
lem

en
ts

o
f

R
L

�

P
olicy:

w
hatto

do

A
m

apping
from

states
to

actions,saying
w

hataction

to
take

in
each

state

�

R
ew

ard:
w

hatis
good

A
num

ericalsignalcom
ing

from
the

environm
ent

�

V
alue:

w
hatis

good
because

itpredicts
rew

ard

T
his

is
w

hatw
e

w
antto

com
pute

�

M
odel:

w
hatfollow

s
w

hat

G
enerally

unknow
n,can

be
learned

from
experience



T
D

-G
am

m
o

n
(Tesau

ro
,1992-1995)

V
t+

1 −
 V

t

hidden units (40-80)

backgam
m

on position (198 input units)

predicted probability
of w

inning, V
t

T
D

 error,

. . .
. . .

. . .
. . .

. . .
. . .

w
hite pieces m

ove 
   counterclockw

ise

1
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3
4

5
6

7
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9
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16
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24

    black pieces 
m

ove clockw
ise



T
D

-G
am

m
o

n
:

Train
in

g
P

ro
ced

u
re

Im
m

ediate
rew

ard:

�

+
100

ifw
in

�

-100
iflose

�

0
for

allother
states

Trained
by

playing
1.5

m
illion

gam
es

againstitself

N
ow

approxim
ately

equalto
besthum

an
player



T
h

e
P

ow
er

o
f

L
earn

in
g

fro
m

E
xp

erien
ce

E
xpertexam

ples
are

expensive
and

scarce

E
xperience

is
cheap

and
plentiful!



R
ein

fo
rcem

en
t

L
earn

in
g

P
ro

b
lem

A
gent

E
nvironm

ent

action
a

t
s

t

rew
ard

r
t

r
t+

1

s
t+

1

state

�

A
teach

discrete
tim

e

� ,the
agentobserves

state

��
�

�

and
chooses

action
��

�

�

T
hen

itreceives
an

im
m

ediate
rew

ard
��� �

and
the

state
changes

to

��� �



M
arkov

D
ecisio

n
P

ro
cesses

(M
D

P
s)

A
ssum

e:

�

F
inite

setofstates
�

(w
e

w
illliftthis

later)

�

F
inite

setofactions
� �
�

available
in

each
state

�

�

�

=
discountfactor

for
later

rew
ards

(betw
een

0
and

1,usually
close

to
1)

�

M
arkov

assum
ption:��� �

and

��� �
depend

only
on

��
� ��

and
noton

anything
thathappened

before

�



M
o

d
els

fo
r

M
D

P
s

�

� ��

=
expected

value
ofthe

im
m

ediate
rew

ard
ifthe

agentis
in

�
and

does
action

�

�

�
�����

=
probability

ofgoing
from

�

to

���

w
hen

doing

action

�

T
hese

form
the

m
odelofthe

environm
ent,and

are

usually
unknow

n



A
g

en
t’s

L
earn

in
g

Task

E
xecute

actions
in

environm
ent,observe

results,and

learn
action

policy
�

��

thatm
axim

izes
� ��� �

� ��� �

� �
��� �

����

from
any

starting
state

in
�

w
here

�

�

�
	

is
the

discountfactor
for

future

rew
ards

N
ote

thatthe
targetfunction

is

�
��

butw
e

have

no
training

exam
ples

ofform
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Training
exam

ples
are

ofform
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� ��
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V
alu

e
F

u
n

ctio
n

F
or

each
possible

policy�

thatthe
agentm

ightadopt,w
e

can

define
an

evaluation
function

over
states:

���
���
�
�
	�
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� �
�
� �
� �
�
� ��
� �
�
���� �
 ��
�

�
	�

�� �
� � ��

� �� �
� �
 ��

w
here�

� �
� �
� �
� ��� are

generated
by

follow
ing

policy�

starting

atstate�

T
he

task
is

to
learn

the
optim

alpolicy���

� �
�
� �
 "!
� #

�

� �
���
� ��%$ �
�



W
h

at
to

L
earn

W
e

m
ighttry

to
have

agentlearn
the

evaluation
function

���

(w
hich

w
e

w
rite

as

�)

Itcould
then

do
a

lookahead
search

to
choose

best

action
from

any
state

�

because

� �
� �
�

�
� �
�	�
� 
�

� �
� �

� �
�

�

���
�
��� �

�
� � �
��

T
his

w
orks

w
ellifagentknow

s
the

m
odel�

��
B

utw
hen

itdoes
notknow

the
m

odel,itcannotchoose

actions
this

w
ay



A
ctio

n
-V
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e

F
u

n
ctio

n

D
efine

new
function

very
sim
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to

�
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�

�

�
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� ��� �

�
�
�
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�

� �� �
�

�

Ifagentlearns
,itcan

choose
optim

alaction
even

w
ithoutknow

ing
the

m
odel!
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