
Lecture
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D
ecision

Trees
(P

art
II)

�

D
ealing

w
ith

noise
in

the
data

–
O

verfitting

–
P

runing

�

D
ealing

w
ith

m
issing

attribute
values

�

D
ealing

w
ith

attributes
w

ith
m

ultiple
values

�

Integrating
costs

into
node

choice

�

D
ecision

trees
for

regression



D
ealing

w
ith

noise
in

the
training

data

N
oise

is
inevitable!

�

V
alues

ofattributes
can

be
m

isrecorded

�

V
alues

ofattributes
m

ay
be

m
issing

�

T
he

class
labelcan

be
m

isrecorded

W
hathappens

w
hen

adding
a

noisy
exam

ple?



E
xam

ple:
T

he
effect

of
noise

O
utlook

O
vercast

H
um

idity

�

N
orm

al

�

H
igh

�N
o

�

Y
es

W
ind

Strong
W

eak

N
o

�
Y

es

Y
es

R
ain

�

Sunny

S
uppose

w
e

add
to

the
data

a
noisy

exam
ple:

S
unny,H

ot,N
orm

al,S
trong,P

layTennis=
N

o

T
he

tree
grow

s
unnecessarily!



O
verfitting

C
onsider

error
ofhypothesis�

over

�

Training
data:���

��	
��� ��

�

E
ntire

distribution�

ofdata:���
���� ��

H
ypothesis�

overfits
training

data
ifthere

is
an

alternative

hypothesis���

such
that

���
��	
��� ����
���
��	
��� � ��

and���
���� ����
���
���� ����

T
his

is
a

g
eneral

prob
lem

for
all

supervised
learning

m
ethods



O
verfitting

in
decision

trees
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A
s

the
tree

grow
s,the

accuracy
degrades,because

the
algorithm

is

finding
irrelevantattributes.

D
o

not
belie

ve
anyone’s

results
unless

the
y

report
them

on

separate
training

and
test

sets!



A
voiding

overfitting

1.
S

top
grow

ing
the

tree
w

hen
further

splitting
the

data
does

not

yield
a

statistically
significantim

provem
ent

2.
G

row
a

fulltree,then
prune

the
tree,by

elim
inating

nodes

T
he

second
approach

has
been

m
ore

successfulin
practice

In
both

cases,the
leaves

ofthe
tree

w
illnow

be
im

pure:

�

T
he

leafcan
be

assigned
the

class
labelofthe

m
ajority

ofthe

instances
w

hich
reached

the
leaf

�

A
lternatively,one

can
use

probability
estim

ates
ofthe

class

m
em

bership,based
on

instance
counts.



H
o

w
to

select
the

“best”
tree

1.
M

easure
perform

ance
over

training
data

only

2.
M

easure
perform

ance
over

a
separate

validation
data

set

3.
M

inim
um

description
length

principle:
m

inim
ize

���
�����
�����
���
������ !
"���# � "���$
�����
����

T
he

second
one

(training
and

validation
set)

is
the

m
ostcom

m
on.



E
xam

ple:
R

educed-err
or

pruning

1.
S

plitdata
into

a
training

setand
a

validation
set

2.
G

row
a

large
tree

(e.g.
untileach

leafis
pure)

3.
F

or
each

node:

(a)
E

valuate
the

validation
setaccuracy

ofpruning
the

subtree

rooted
atthe

node

(b)
G

reedily
rem

ove
the

node
thatm

ostim
proves

validation
set

accuracy,w
ith

its
corresponding

subtree

(c)
R

eplace
the

rem
oved

node
by

a
leafw

ith
the

m
ajority

class

ofthe
corresponding

exam
ples.

4.
S

top
w

hen
pruning

starts
hurting

the
accuracy

on
the

validation

set.



E
xam

ple:
E

ffect
of

reduced-err
or

pruning
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O
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O
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O
n test data (during pruning)



E
xam

ple:
R

ule
post-pruning

in
C

4.5

1.
C

onvertthe
decision

tree
to

rules

2.
P

rune
each

rule
independently

ofthe
others,by

rem
oving

preconditions
such

thatthe
accuracy

is
im

proved

3.
S

ortfinalrules
in

order
ofestim

ated
accuracy

C
4.5

builds
a

pessim
istic

estim
ate

ofthe
estim

ate
from

the
accuracy

on
the

training
set.

A
dvantages:

�

C
an

prune
attributes

higher
up

in
the

tree
differently

on
different

paths

�

T
here

is
no

need
to

reorganize
the

tree
ifpruning

an
attribute

thatis
higher

up

�

M
ostofthe

tim
e

people
w

antrules
anyw

ay,for
readability



A
ttrib

utes
w

ith
m

ultiple
values

Ifan
attribute

splits
the

data
perfectly,itw

illalw
ays

be
preferred

by

inform
ation

gain.

E
.g.

a
unique

ID
for

each
data

point!

B
utthathas

very
poor

generalization
perform

ance.

You
w

ould
think

pruning
can

help,butw
hatcan

you
do

w
ith

a
tree

thatjusthas
one

node?

Tw
o

solutions:

1.
U

se
another

criterion
thatis

m
ore

fair

2.
E

nsure
thatallattributes

have
the

sam
e

num
ber

ofvalues



A
better

criterion:
G

ain
ratio

F
or

a
setofinstances%

and
an

attribute&

w
ith'

possible
values

( )
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w
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S
o

for
an

attribute
thatsplits

the
data

into
m

any
partitions

m
ostly

uniform
ly,S

plitInform
ation

w
illbe

high

P
roblem

:
Itcan

actually
becom

e
too

high!

S
olution:

F
irstuse

G
ain,then

use
G

ainR
atio

for
attributes

w
ith

G
ain

above
average

O
ther

such
m

etrics
are

also
used.



E
nsuring

the
sam

e
n

um
ber

of
values

Ifan
attribute&

has'�
I

possible
values,J "!KMLLJ "!N ,replace

it

by'

B
oolean

attributes, &OPRQ
S
TLL'

,w
here:

&O S
UV

T

if &
S
J "!O

W

otherw
ise

PYX Q
S
TLL'

T
his

is
called

1-of-'

encoding

U
sed

m
ore

generally
to

encode
learning

data
(e.g.

in
neural

netw
orks)



M
issing

values
during

classification

�

“M
ostlikely”

value
based

on
allthe

data
thatreaches

the
current

node.
“M

ostlikely”
m

eans
the

m
ostfrequentattribute

value

�

A
ssign

allpossible
values

w
ith

som
e

probability.
U

sually
w

e
just

countthe
occurrences

ofthe
differentattribute

values
in

the

instances
thathave

reached
the

sam
e

node.
W

e
w

illpredictall

the
possible

class
labels

w
ith

the
appropriate

probabilities
too.



M
issing

values
during

tree
construction

1.
Introduce

an
“unknow

n”
value

2.
M

odify
gain

ratio
to

take
into

accountthe
probability

ofan

attribute
being

know
n:Z "�$

� %P &�\[
� &�

w
here

P
(A

)
is

the
fraction

ofthe
instances

thatreached
the

node,in
w

hich
the

value
w

as
know

n



C
osts

of
attrib

utes

Include
costin

the
m

etric,e.g.
Z "�$
]� %P &�

^ ���� &�
M

ostly
a

problem
in

specific
dom

ains
(e.g.

m
edicine).

M
ultiple

m
etrics

have
been

studied
and

proposed,w
ithouta

consensus.



D
ecision

trees
for

regression

R
egression

problem
:

given
a

setofinstances

_ �K LL_ �` Pa �P �
S
TLL$

,w
here_ �O

are
attribute-value

pair
anda �

is
a

realnum
ber,find

a
function#cb

dK4e
LLL e
d`
f
g

that

approxim
ates

the
training

points
w

ell.

U
sually,by

“approxim
ate

w
ell”

w
e

m
ean

m
inim

ize
the

m
ean

squared

error:

% h
S

T$
� i

K � a �
j

#� _ �K P LLL_ �`�� ]
H

ow
can

w
e

use
decision

trees
for

regression?

M
ain

idea:
constructa

piece-w
ise

constantapproxim
ation!



B
asic

C
A

R
T

algorithm
(B

reim
an

et.
al,

1984)

G
iven

a
setoflabeled

training
instances_ �K LL_ �` Pa �P �

S
TLL$

,

w
here

each
labela �

is
a

realnum
ber:

1.
C

om
pute

the
average

ofallthe
labels: ka S

K
� i

K a �

2.
C

om
pute

the
m

ean
squared

error
ofthe

instances:

T$
� i

K � a �
j
ka� ]

3.
Ifthe

error
is

below
a

desired
threshold,create

a
leafw

ith
the

label ka

(w
hy?)

4.
O

therw
ise

pick
the

bestattribute
to

splitthe
data

5.
A

dd
a

node
thattests

the
attribute

6.
S

plitthe
training

setaccording
to

the
value

ofthe
attribute

7.
R

ecurse
on

each
subsetofthe

training
data



C
hoosing

the
best

attrib
ute

T
he

sam
e

principle
as

in
classification:

w
e

w
antthe

attribute
that

m
inim

izes
the

error
in

each
partition.

T
he

error
in

this
case

is
the

sum
ofthe

m
ean

square
errors

from

each
partition.

If'l J

are
allthe

possible
values

ofan
attribute,and

the

corresponding
partitions

havemN

exam
ples,then

w
e

w
antto

m
inim

ize:

Nn o
TmN p

q
� i
K � a �

j
ka N� ]



P
runing

in
C

A
R

T

T
he

program
looks

for
a

tree
thatm

inim
izes

a
costfunction

w
ith

tw
o

com
ponents:

�

T
he

m
ean

squared
error

on
the

training
data

�

T
he

size
ofthe

tree

T
his

is
called

cost-com
plexity

pruning.



S
um

m
ary

�

D
ecision

trees
are

logicalrepresentations,and
can

represent

any
hypothesis

�

T
he

construction
algorithm

w
orks

top-dow
n

and
is

greedy
w

ith

respectto
the

inform
ation

gain
m

etric

�

T
his

m
eans

thatthe
decision

trees
obtained

are
notguaranteed

to
be

“optim
al”

in
any

sense

�

H
ow

ever,the
algorithm

has
good

accuracy
in

practice,is
very

fast,and
produces

classifiers
thatare

easy
to

interpret.

�

G
eneralm

echanism
s

existfor
dealing

w
ith

problem
s

in
realdata

sets
(real-valued

attributes,attributes
w

ith
m

ultiple
values,

m
issing

data,etc.)



S
um

m
ary

(contin
ued)

�

Like
allm

achine
learning

algorithm
s,decision

trees
are

prone
to

overfitting
(i.e.

capturing
the

regularities
ofthe

training
set).

�

In
decision

trees,overfitting
causes

too
m

any
nodes

to
be

created

�

P
runing

m
ethods

avoid
overfitting

by
regulating

the
num

ber
of

nodes
(typically

by
deleting

nodes)

�

B
ecause

all
learning

algorithm
s

overfit,
it

is
essential

to

evaluate
the

algorithm
on

a
separate

test
set,

that
has

not

been
used

during
training!

M
ostofthe

tim
e

w
e

do
this

using

cross-validation.

�

D
ecision

trees
can

be
used

for
regression

tasks
as

w
ell.


