
L
ectu

re
3:

C
o

m
p

u
tatio

n
alL

earn
in

g
T

h
eo

ry

�

C
onceptlearning

revisited

�

A
pproxim

ate
learning

�

PA
C

learning

�

O
ther

C
O

LT
directions



R
ecall:

C
o

n
cep

t
L

earn
in

g
Task

G
iven

:

�

T
he

setofallpossible
instances�

�

A
targetfunction

(or
concept)� �

�
�
���
�	�



�

A
setofhypotheses�

�

A
setoftraining

exam
ples�

(containing
positive

and
negative

exam
ples

ofthe
targetfunction

��
�� �� �
��� �	���
��
�� �� �
���

D
eterm

in
e:

A
hypothesis�

in�

such
that�� �

���
�� �
�

for
all�

in�
.



A
p

p
roxim

ate
C

o
n

cep
t

L
earn

in
g

�

R
equiring

a
learner

to
acquire

the
rightconceptis

too
strict

�

Instead,w
e

w
illallow

the
learner

to
produce

a
g

o
o

d

ap
p

roxim
atio

n
to

the
actualconcept

�

F
or

any
instance

space,there
is

a
n

o
n

-u
n

ifo
rm

likelih
o

o
d

of

seeing
differentinstances

�

W
e

assum
e

thatthere
is

a
fi

xed
p

ro
b

ab
ility

d
istribu

tio
n

�

on

the
space

ofinstances �

�

T
he

learner
is

trained
and

tested
on

exam
ples

draw
n

in
d

ep
en

d
en

tly
an

d
ran

d
o

m
ly,according

to
�

.



Tru
e

E
rro

r
o

f
a

H
yp

o
th

esis

+

+

--

c
h

Instance space   X

-

W
here

c
and

h
disagree

T
he

setofinstances
on

w
hich

the
conceptand

the
hypothesis

disagree
is

denoted:

� �
� �
� �� �
�

�

�
�� �
�




T
he

tru
e

erro
r

of�
w

ith
respectto�

is:

�
�

�

�
� �
�

T
his

is
the

probability
ofm

aking
an

error
on

an
instance

random
ly

draw
n

from

�

according
to

�

Let

�

�

� �
� �
�

be
an

error
tolerance

param
eter.

W
e

say
that�

is
a

g
o

o
d

ap
p

roxim
atio

n
of�

(to
w

ithin

� )
ifand

only
ifthe

true
error

of

�

is
less

than

� .



Tw
o

N
o

tio
n

s
o

f
E

rro
r

Train
in

g
erro

r
ofhypothesis�

w
ith

respectto
targetconcept� :

�

H
ow

often�� �
�

�

�
�� �
�

over
the

training
instances

Tru
e

erro
r

ofhypothesis�
w

ith
respectto

targetconcept� :

�

H
ow

often�� �
�

�

�
�� �
�

over
future,unseen

instances
(but

draw
n

according
to

�

)

C
an

w
e

bound
the

true
error

ofa
hypothesis

given
only

its
training

error?

H
ow

m
any

exam
ples

are
needed

to
achieve

a
good

approxim
ation

(in
term

s
ofthe

true
error)?



E
xam

p
le:

R
o

te
L

earn
er

Let � �
� �
� �



�

.
Let

�
be

the
uniform

distribution
over �

.

Letthe
concept�

be
generated

by
random

ly
assigning

a
labelto

every
instance

in �

.

Let�
�

�

be
a

setoftraining
instances.

T
he

hypothesis�

is
generated

by
m

em
orizing �

and
giving

a

random
answ

er
otherw

ise.

�

W
hatis

the
training

error
of�

?

�

W
hatis

the
true

error
of�

?



A
p

p
roxim

ate
L

earn
in

g
u

sin
g

V
ersio

n
S

p
aces

A
version

space
is

exh
au

sted
ifthe

S
=

G
and

both
are

singleton

sets.

C
onsider

a
given

hypothesis
space �

,targetconcept� ,sequence
ofexam

ples�

and
error

tolerance

� .

A
version

space
is

called

� -exh
au

sted
ifitdoes

notcontain
any

hypothesis
w

ith
tru

e
error

m
ore

than

� .

W
e

w
illonly

require
thatthe

learner
produce

an
� -exhausted

version

space.



P
ro

b
ab

ilistic
L

earn
in

g
G

u
aran

tees

A
nother

relaxation:
w

e
only

require
the

learner
to

� -exhaustthe

version
space

w
ith

h
ig

h
p

ro
b

ab
ility.

W
e

introduce
a

confidence
param

eter

� ,and
require

the
learner

to

� -exhaustthe
version

space
w

ith
probability

atleast� �
�

�� .

W
e

are
now

requiring
p

ro
b

ab
ly

ap
p

roxim
ately

co
rrect

(PA
C

)

learn
in

g
.

H
ow

m
any

exam
ples

are
needed

for
a

learner
to

� -exhausta
version

space
w

ith
probability

greater
than� �

�

�� ?



S
am

p
le

C
o

m
p

lexity
fo

r
PA

C
-V

ersio
n

S
p

aces

T
h

eo
rem

:
(H

au
ssler,1988)

Let �

be
a

finite
setofhypothesis.

Let

�
�

�

be
any

conceptand
consider�

independenttraining

exam
ples

draw
n

according
to

�

.
F

or
any

error
tolerance

�

�

� �
�	�
� ,

the
probability

thatthe
version

space
consistentw

ith
the�

exam
ples

is
not

� -exhausted
is�

� �
�����
��

.

P
ro

o
f:

Let���	����

be
the

hypotheses
w

ith
error�

� .
T

he
version

space
is

notexhausted
ifone

ofthese
hypotheses

is
consistentw

ith

all�

training
exam

ples.

S
ince�	

has
error

� ,an
individualexam

ple
is

consistentw
ith�	

w
ith

probability

� �

�

�� .
S

ince
the

exam
ples

are
independent,the

probability
that�	

is



consistentw
ith

allofthem
is


� �
�

�� �

.

S
ince

there
are

�

hypotheses
w

ith
high

error,the
probability

ofany

one
ofthem

being
consistentw

ith
allthe

exam
ples

is

�� �

�

�� �

.

B
ut

�



� �
� and� �

�

�� �


� �
��

,and
the

resultfollow
s.



H
o

w
M

any
E

xam
p

les
are

N
eed

ed
fo

r
PA

C
L

earn
in

g
?

C
o

rro
lary:

G
iven

confidence
param

eter

�

and
error

tolerance

� ,the

num
ber

ofexam
ples

needed
to

� -exhausta
version

space

consistentw
ith

any
concept�

�

�

is:
�

� �
�

�� �
�

�
��

� �
�

P
ro

o
f:

From
the

theorem
,w

e
have:

�

�
� �
��� �
��

Taking
logs

on
both

sides,

��
�

�
��

� �
�

�

��
B

y
algebraic

m
anipulation,w

e
getthe

desired
bound.

N
o

te
th

at
th

e
b

o
u

n
d

is
lo

g
arith

m
ic

in
th

e
size

o
f

th
e

hyp
o

th
esis

sp
ace!



E
xam

p
le:

C
o

n
ju

n
ctio

n
s

o
f

B
o

o
lean

L
iterals

Let �

be
the

space
ofallpure

conjunctive
form

ulae
over

�

B
oolean

attributes.

T
hen

� �
� �

�
�

(w
hy?)

From
the

previous
result,w

e
get:

�
� �

�

�� �
�

�
��

�
�

�
�

�

�� �
�

�
�

��
�

T
his

is
linear

in

�

!



E
xam

p
le:

U
n

b
iased

L
earn

er

T
he

hypothesis
space

is
the

pow
er

setof�

.
F

or

�

B
oolean

attributes,w
e

get

� �
� �
�
���

B
y

using
the

previous
form

ula:

�
� �

�

�� �
�

�
��
�
� �

�
�

�

�� �
�

�
�

�
��
�

A
n

unbiased
learner

requires
an

exponentialnum
ber

ofexam
ples.



P
ro

b
ab

ly
A

p
p

roxim
ately

C
o

rrect
(PA

C
)

L
earn

in
g

Let

�

be
a

conceptclass
defined

over
a

setofinstances �

in
w

hich

each
instance

has
length

�

.
A

n
algorithm

�

,using
hypothesis

class

�

is
a

PA
C

learn
in

g
alg

o
rith

m
for

�

if:

�

for
any

concept�
�

�

�

for
any

probability
distribution

�

over �

�

for
any

param
eters�



�
 �

�
�

and�



�


 �
�
�

the
learner

�

w
ill,w

ith
probability

atleast� �
�

�� ,outputa
hypothesis

w
ith

error
atm

ost

� .

A
class

ofconcepts

�

is
PA

C
-learn

ab
le

ifthere
exists

a
PA

C

learning
algorithm

for

�

.



C
o

m
p

u
tatio

n
alvs

S
am

p
le

C
o

m
p

lexity

A
class

ofconcepts
is

p
o

lyn
o

m
ial-sam

p
le

PA
C

-learn
ab

le
ifitis

PA
C

learnable
using

a
num

ber
ofexam

ples
atm

ostpolynom
ialin

�� ,

��

and

�

.

A
class

ofconcepts
is

p
o

lyn
o

m
ial-tim

e
PA

C
-learn

ab
le

ifitis
PA

C

learnable
in

tim
e

atm
ostpolynom

ialin
�� , ��

and

�

.

S
am

ple
com

plexity
is

often
easier

to
bound

than
tim

e
com

plexity!



E
xam

p
le:

-Term
D

N
F

an
d

C
N

F
F

o
rm

u
lae

A
-term

D
N

F
expression

has
the

form

����
����
��

w
here

each

�	

is
a

conjunction
over

�

B
oolean

attributes
and

their
negations.

T
he

size
of�

is
atm

ost

�
�

�

,so
using

our
prior

PA
C

bound,w
e

obtain:

�
� �

�

�� �
�

�
�

��
�

�
��

�

B
utcom

putation
tim

e
is

notpolynom
ial!

(show
n

to
be

equivalentto

graph
coloring

-
see

K
earns

&
V

azirani).

-term
C

N
F

form
ulae

are
polynom

ial-sam
ple

and
polynom

ial-tim
e

learnable,though.

-term
C

N
F

is
a

conjunction

����
����
��

w
here

each

�	

is
a

disjunction
ofatm

ost
B

oolean
attributes.

-C
N

F
form

ulae
are

strictly
m

ore
expressive

than
-D

N
F

!



A
g

n
o

stic
L

earn
in

g

W
hatifw

e
liftthe

assum
ption

that�
�

�

?

In
this

case,w
e

study
the

true
error

ofthe
hypothesis

w
ith

the
low

est

error
on

the
training

data

A
sim

ilar
resultto

the
previous

PA
C

-learning
theorem

can
be

obtained
using

H
oeffding

(C
hernoff)

bounds,w
hich

relate
the

true

probability
ofan

eventto
its

observed
frequency

over�

independenttrials.

T
he

probability
ofthe

true
error

being
greater

than
��

training
error

is
atm

ost� �
���

�



B
y

a
proofsim

ilar
to

the
one

described
before,w

e
get:

�
�

��
�
�

�� �
�

�
��

� �
�

T
his

is
sim

ilar
to

the
previous

bound,exceptitgrow
s

w
ith

the
square

of �� .



B
ird

E
ye

V
iew

o
f

C
o

m
p

u
tatio

n
alL

earn
in

g
T

h
eo

ry

1.
H

ow
hard

is
itto

learn
(in

term
s

ofthe
com

putation
required)?

D
ifficultto

answ
er

in
general,butresults

have
been

established

for
sim

ple
problem

s
(e.g.

learning
C

N
F

and
D

N
F

form
ulae)

2.
H

ow
m

any
exam

ples
are

required
for

a
good

approxim
ation?

A
lotofresults

here,regarding
sam

ple
com

plexity
bounds

for

differentalgorithm
s

3.
W

hatproblem
s

can
be

solved
by

a
given

algorithm
?

Little
w

ork
done

here
so

far.



D
ifferen

t
M

o
d

els
o

f
L

earn
in

g

�

E
xam

ples
com

e
random

ly
from

som
e

fixed
distribution

(the
case

usually
considered

in
supervised

learning)

�

T
he

learner
is

allow
ed

to
ask

questions
to

the
teacher

(active

learning)

�

E
xam

ples
are

given
by

an
opponent(on-line

learning,

m
istake-bound

m
odel)

M
ostofthe

tim
e

assum
es

thatthe
exam

ples
are

noise-free.

H
ow

ever,results
do

existfor
particular

kinds
ofnoise

(e.g.

classification
noise).

W
hatif �

is
infinite?...


