
M
ach

in
e

L
earn

in
g

Instructor:
D

oina
P

recup

E
m

ail:
dprecup@

cs.m
cgill.ca

C
lass

w
eb

p
ag

e:

http://w
w

w
.cs.m

cgill.ca/d̃precup/courses/Fall2001/m
l.htm

l



O
u

tlin
e

�

A
dm

inistrative
issues

�

W
hatis

m
achine

learning?

�

W
hy

study
m

achine
learning?

�

F
orm

ulating
m

achine
learning

problem
s

�

M
achine

learning
questions



A
d

m
in

istrative
issu

es

�

C
lass

m
aterials:

–
Tom

M
itchell,M

achine
Learning

(m
ain

text)

–
A

dditionalreadings: distributed
in

class
and/or

posted
on

the

w
eb

page

–
C

lass
notes: posted

on
the

w
eb

page

�

P
rerequisites:

–
K

now
ledge

ofa
program

m
ing

language
(e.g.

C
,C

+
+

,Java,

LIS
P,M

atlab)

–
S

om
e

A
Ibackground

is
recom

m
ended

–
S

om
e

probability
theory

and
statistics

background
highly

recom
m

ended



E
valu

atio
n

�

5
hom

ew
ork

assignm
ents

(35%
)

�

P
roject(50%

)

–
reading

research
papers

on
a

chosen
topic

–
im

plem
enting

and/or
experim

enting
w

ith
algorithm

s
related

to
the

topic

–
a

w
ritten

reporton
your

findings

–
a

class
presentation

(evaluated
by

everyone
else)

�

R
eading

assignm
ents

(20%
)

�

P
articipation

to
class

discussions
(up

to
5%

extra
credit)



W
h

at
is

learn
in

g
?

�

H
.S

im
on:

A
ny

process
by

w
hich

a
system

im
proves

its

perform
ance

�

M
.M

insky:
Learning

is
m

aking
usefulchanges

in
our

m
inds

�

M
ichalsky:

Learning
is

constructing
or

m
odifying

representations
ofw

hatis
being

experienced

�

V
aliant:

Learning
is

the
process

ofknow
ledge

acquisition
in

the

absence
ofexplicitprogram

m
ing



W
hy

stu
d

y
m

ach
in

e
learn

in
g

?

�

E
asier

to
build

a
learning

system
than

to
hand-code

a
w

orking

program
!

E
.g.:

–
R

obotthatlearns
a

m
ap

ofthe
environm

entby
w

andering

around
it

–
P

rogram
s

thatlearn
to

play
gam

es
by

playing
against

them
selves

�

Im
proving

on
existing

program
s,e.g

–
Instruction

scheduling
and

register
allocation

in
com

pilers

–
C

om
binatorialoptim

ization
problem

s

�

D
iscover

know
ledge

and
patterns

in
databases

(data
m

ining)

�

S
olving

tasks
thatrequire

a
system

to
be

adaptive,e.g.

–
S

peech
and

handw
riting

recognition



–
“Intelligent”

user
interfaces

�

U
nderstanding

anim
aland

hum
an

learning

–
H

ow
do

w
e

learn
language?

–
H

ow
do

w
e

recognize
faces?



V
ery

b
rief

h
isto

ry

�

S
tudied

ever
since

com
puters

w
ere

invented
(e.g.

S
am

uel’s

checkers
player)

�

C
oined

as
“m

achine
learning”

in
late

70s
-

early
80s

�

V
ery

active
research

field,severalyearly
conferences

(e.g.

IC
M

L,N
IP

S
),m

ajor
journals

(e.g.
M

achine
Learning,Journalof

M
achine

Learning
R

esearch)

�

T
he

tim
e

is
rightto

startstudying
in

the
field!

–
R

ecentprogress
in

algorithm
s

and
theory

–
G

row
ing

flood
ofon-line

data
to

be
analyzed

–
C

om
putationalpow

er
is

available

–
G

row
ing

dem
and

for
industrialapplications



R
elated

d
iscip

lin
es

�

A
rtificialintelligence

�

P
robability

theory
and

statistics

�

C
om

putationalcom
plexity

theory

�

C
ontroltheory

�

Inform
ation

theory

�

P
hilosophy

�

P
sychology

and
neurobiology



T
h

ree
n

ich
es

fo
r

m
ach

in
e

learn
in

g

�

D
ata

m
ining

:
using

historicaldata
to

im
prove

decisions

E
.g.

m
edicalrecords

�

m
edicalknow

ledge

�

S
oftw

are
applications

w
e

cannotprogram
by

hand

E
.g.

autonom
ous

driving,speech
recognition

�

S
elfcustom

izing
program

s

E
.g.

N
ew

sreader
thatlearns

user
interests



Typ
icald

atam
in

in
g

task

D
ata:

P
atient103

P
atient103

P
atient103

...
tim

e=
1

tim
e=

2
tim

e=
n

A
ge: 23

F
irstP

regnancy: no
A

nem
ia: no

D
iabetes: no

P
reviousP

rem
atureB

irth: no

... E
lective C

−
S

ection: ?
E

m
ergency C

−
S

ection: ?

A
ge: 23

F
irstP

regnancy: no
A

nem
ia: no

P
reviousP

rem
atureB

irth: no
D

iabetes: Y
E

S

... E
m

ergency C
−

S
ection: ?

U
ltrasound: abnorm

al

E
lective C

−
S

ection: no

A
ge: 23

F
irstP

regnancy: no
A

nem
ia: no

P
reviousP

rem
atureB

irth: no

... E
lective C

−
S

ection: no

U
ltrasound: ?

D
iabetes: no

E
m

ergency C
−S

ection: 
Y

es

U
ltrasound: ?

G
iven:

�

9714
patientrecords,each

describing
a

pregnancy
and

birth

�

E
ach

patientrecord
contains

215
features

Learn
to

predict:
classes

offuture
patients

athigh
risk

for

E
m

ergency
C

esarean
S

ection



D
atam

in
in

g
resu

lt

P
atient103

P
atient103

P
atient103

...
tim

e=
1

tim
e=

2
tim

e=
n

A
ge: 23

F
irstP

regnancy: no
A

nem
ia: no

D
iabetes: no

P
reviousP

rem
atureB

irth: no

... E
lective C

−
S

ection: ?
E

m
ergency C

−
S

ection: ?

A
ge: 23

F
irstP

regnancy: no
A

nem
ia: no

P
reviousP

rem
atureB

irth: no
D

iabetes: Y
E

S

... E
m

ergency C
−

S
ection: ?

U
ltrasound: abnorm

al

E
lective C

−
S

ection: no

A
ge: 23

F
irstP

regnancy: no
A

nem
ia: no

P
reviousP

rem
atureB

irth: no

... E
lective C

−
S

ection: no

U
ltrasound: ?

D
iabetes: no

E
m

ergency C
−S

ection: 
Y

es

U
ltrasound: ?

O
ne

of18
learned

rules:

I
f

N
o

p
r
e
v
i
o
u
s
v
a
g
i
n
a
l
d
e
l
i
v
e
r
y
,
a
n
d

A
b
n
o
r
m
a
l
2
n
d

T
r
i
m
e
s
t
e
r
U
l
t
r
a
s
o
u
n
d
,
a
n
d

M
a
l
p
r
e
s
e
n
t
a
t
i
o
n
a
t

a
d
m
i
s
s
i
o
n

T
h
e
n
P
r
o
b
a
b
i
l
i
t
y
o
f
E
m
e
r
g
e
n
c
y
C
-
S
e
c
t
i
o
n
i
s
0
.
6

O
v
e
r
t
r
a
i
n
i
n
g
d
a
t
a
:
2
6
/
4
1
=

.
6
3
,

O
v
e
r
t
e
s
t

d
a
t
a
:
1
2
/
2
0
=

.
6
0



P
ro

b
lem

s
to

o
d

iffi
cu

lt
to

p
ro

g
ram

by
h

an
d

A
LV

IN
N

[P
om

erleau]drives
70

m
ph

on
highw

ays

Sharp
 L

eft
Sharp
R

ight

4 H
idden

   U
nits

30 O
utput

   U
nits

 30x32 Sensor
 Input R

etina

Straight
 A

head





S
o

ftw
are

th
at

C
u

sto
m

izes
to

U
ser

http://w
w

w
.w

isew
ire.com



W
h

at
is

th
e

fu
tu

re?

Today:
tip

ofthe
iceberg

�

F
irst-generation

algorithm
s:

neuralnets,decision
trees,

regression
...

�

A
pplied

to
w

ell-form
ated

database

�

B
udding

industry

O
pportunity

for
tom

orrow
:

enorm
ous

im
pact

�

Learn
across

m
ultiple

databases,plus
the

w
eb

and
new

sfeeds

�

Learn
by

active
experim

entation

�

Learn
decisions

rather
than

predictions

�

C
um

ulative,lifelong
learning

�

P
rogram

m
ing

languages
w

ith
learning

em
bedded?



W
h

at
is

a
learn

in
g

p
ro

b
lem

?

Learning
=

Im
proving

w
ith

experience
atsom

e
task

M
ore

precisely:

�

Im
prove

over
task

�

,

�

w
ith

respectto
perform

ance
m

easure

�

,

�

based
on

experience

�

.

E
.g.

Learn
to

play
checkers

�

�

:
P

lay
checkers

�

�

:
%

ofgam
es

w
on

in
w

orld
tournam

ent

�

�

:
opportunity

to
play

againstself



P
o

sin
g

learn
in

g
p

ro
b

lem
s

Task
P

erform
ance

Training

D
efinition

M
easure

E
xperience

S
peech

recognition

R
obotdriving

Language
learning



Typ
e

o
f

Train
in

g
E

xp
erien

ce

�

D
irector

indirect?

�

Teacher
or

not?

A
problem

:
is

training
experience

representative
ofperform

ance

goal?



C
h

o
o

se
th

e
targ

et
fu

n
ctio

n

�

� �
���
�
��
� �

�
��
	

�

��
�

??

�

� �
�

��
	

�

�

??

�

...



P
o

ssib
le

D
efi

n
itio

n
fo

r
Targ

et
F

u
n

ctio
n

�

if�

is
a

finalboard
state

thatis
w

on,then�
� ��
�
���

�

if�

is
a

finalboard
state

thatis
lost,then�

� ��
�
�
���

�

if�

is
a

finalboard
state

thatis
draw

n,then�
� ��
�
�

�

if�

is
a

nota
finalstate

in
the

gam
e,then�

� ��
�

�
� ���
� ,

w
here

� �

is
the

bestfinalboard
state

thatcan
be

achieved

starting
from

�

and
playing

optim
ally

untilthe
end

ofthe
gam

e.

T
his

gives
correctvalues,butis

notoperational



C
h

o
o

se
R

ep
resen

tatio
n

fo
r

Targ
et

F
u

n
ctio

n

�

C
ollection

ofrules?

�

N
euralnetw

ork
?

�

P
olynom

ialfunction
ofboard

features?

�

...



A
R

ep
resen

tatio
n

fo
r

L
earn

ed
F

u
n

ctio
n

�
� �
�
���
��
� �� �
�
� �	�
� �� �
�
� �
�	
� �� �
�

 �		
� �� �
�
� �
��
� �� �
�
 �	�
� ��

�

��
� �� :

num
ber

ofblack
pieces

on
board

�

�

	�
� �� :

num
ber

ofred
pieces

on

�

�

�	
� �� :

num
ber

ofblack
kings

on
�

�

		
� �� :

num
ber

ofred
kings

on

�

�

��
� �� :

num
ber

ofred
pieces

threatened
by

black
(i.e.,w

hich
can

be
taken

on
black’s

nextturn)

�

	�
� �� :

num
ber

ofblack
pieces

threatened
by

red



O
b

tain
in

g
Train

in
g

E
xam

p
les

O
ne

rule
for

estim
ating

training
values:

������
� �� �

��
���	


���
�	� ���

w
here:

�

�
� �� :

the
true

targetfunction

�

��
� ��

:
the

learned
function

�

������
� �� :

the
training

value



C
h

o
o

se
w

eig
h

t
tu

n
in

g
ru

le

LM
S

W
eightupdate

rule:

D
o

repeatedly:

1.
S

electa
training

exam
ple

�

atrandom

2.
C

om
pute�		�	� �� :

�		�	� ��
�

������
� ��
�

��
� ��

3.
F

or
each

board
feature

� �

,update
w

eight��
:

��
�
�� �

 �

� �
�

�		�	� ��




is
som

e
sm

allconstant,say
0.1,to

m
oderate

the
rate

oflearning



D
esig

n
C

h
o

ices

D
eterm

ine
T

arget Function

D
eterm

ine R
epresentation

of L
earned Function

D
eterm

ine T
ype

    of T
raining E

xperience

D
eterm

ine
L

earning A
lgorithm

G
am

es against
         self

G
am

es against
  experts

T
able of correct

         m
oves

L
inear function

of six features
A

rtificial neural
       netw

ork

Polynom
ial

G
radient

  descent

B
oard 
➝

 value   
B

oard
➝

 m
ove

C
om

pleted D
esign

 ...

 ...

L
inear

 program
m

ing
 ...

 ...



S
o

m
e

Issu
es

in
M

ach
in

e
L

earn
in

g

�

W
hatalgorithm

s
can

approxim
ate

functions
w

ell(and
w

hen)?

�

H
ow

does
num

ber
oftraining

exam
ples

influence
accuracy?

�

H
ow

does
com

plexity
ofhypothesis

representation
im

pactit?

�

H
ow

does
noisy

data
influence

accuracy?

�

W
hatare

the
theoreticallim

its
oflearnability?

�

H
ow

can
prior

know
ledge

oflearner
help?

�

W
hatclues

can
w

e
getfrom

biologicallearning
system

s?

�

H
ow

can
system

s
alter

their
ow

n
representations?



K
in

d
s

o
f

learn
in

g

�

S
upervised

learning

–
Training

experience:
a

setoflab
eled

exam
p

les
ofthe

form

�
� �
�

�
�
��
�

� � ,w
here��

are
values

for
inputvariables

and

�

is
the

output

–
W

hatto
learn:

A
fu

n
ctio

n

� �
�
�

�

�
�

� ���
�

��
�

�

,

w
hich

m
aps

the
inputvariables

into
the

outputdom
ain

–
P

erform
ance

m
easure:

m
inim

ize
the

error
on

the
training

exam
ples

�

R
einforcem

entlearning

–
Training

experience:
interaction

w
ith

an
environm

ent;the

agentreceives
a

num
ericalrew

ard
signal

–
W

hatto
learn:

a
w

ay
ofbehaving

thatleads
to

a
lotofrew

ard



in
the

long
run

–
P

erform
ance

m
easure:

m
axim

ize
the

long-term
rew

ard

�

U
nsupervised

learning

–
Training

experience:
unlabeled

exam
ples

–
W

hatto
learn:

Interesting
associations

in
the

data

–
P

erform
ance

m
easure:

?



S
u

p
ervised

(in
d

u
ctive)

learn
in

g

A
ssum

e
som

ebody
gives

us
exam

ples
ofw

hatw
e

are
trying

to
learn

o
o

o

o
o

(a)

Try
to

find
a

targetfunction
thatfits

the
exam

ples

Ifthe
outputdom

ain
is

discrete,this
problem

is
called

classification

Ifthe
outputdom

ain
is

B
oolean,this

problem
is

called
concept

learning

Ifthe
outputis

continuous,the
problem

is
know

n
as

regression
of

function
approxim

ation.



T
h

e
b

ig
q

u
estio

n

o
o

o
o

(c)

o
o

o

o
o

(a)

o
o

o

o
o

(b
)

o
o

o

o
o

(d
)

o

T
here

are
an

infinite
num

ber
offunctions

thatcan
fitthe

training

points!

H
ow

do
w

e
find

a
good

one?

I.e.
one

thatw
illgive

approxim
ately

correctvalues
for

unseen
data.



C
h

o
o

sin
g

a
targ

et
fu

n
ctio

n
rep

resen
tatio

n

T
hat’s

a
bitofblack

m
agic...

depends
on

intuition
aboutthe

task.

W
e

usually
consider

a
class

ofhypothesis,and
choose

the
one

that

fits
the

data
best.

E
.g.

decision
trees,artificialneuralnetw

orks,linear
com

binations
of

3rd-degree
polynom

ials,linear
com

binations
ofthe

inputetc.
etc

Ifthere
are

severalhypothesis
thatfitthe

data
aboutthe

sam
e,

choose
the

sim
plestone

-
O

ccam
’s

razo
r

Learning
m

ethods
usually

search
through

the
class

ofhypothesis
to

find
a

good
one.


