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In this paper, we present an explicit substitution calculus which distinguishes between ordinary bound
variables and meta-variables. Its typing discipline is derived from contextual modal type theory. We
first present a dependently typed lambda calculus with explicit substitutions for ordinary variables
and explicit meta-substitutions for meta-variables. We then present a weak head normalization pro-
cedure which performs both substitutions lazily and in a single pass thereby combining substitution
walks for the two different classes of variables. Finally, we describe a bidirectional type checking
algorithm which uses weak head normalization and prove soundness.
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1 Introduction

Over the last decade, reasoning and programming with dependent types has received wide attention
and several systems provide implementations for dependently typed languages (see for example Agda
[BDNO09, [Nor07]], Beluga [PDOS| [PD10], Delphin [PSO8, [PS09], Twelf [PS99]], etc).

As dependent types become more accepted, it is interesting to better understand how to implement
such systems efficiently. While all the systems mentioned support type checking and moreover provide
implementations supporting type reconstruction for dependent types, there is a surprising lack in doc-
umentation and gap in modelling the theoretical foundations of theses implementations. This makes
it hard to reproduce some of the ideas, and prevents them from being widely accessible to a broader
audience.

A core question in the implementations for dependently typed systems is how to handle substitutions.
Let us illustrate the problem in the setting of contextual modal type theory [NPPOS]], where we not only
have ordinary I1-types to abstract over ordinary variables x but also I1°-types which allow us to abstract
over meta-variables X, and we find the following two elimination rules:

ATHM:TIxAB ATHEN:A  ATEMIIPXANW]B AWEN:A
A;THMN :[N/x|B A;THM (PN): [¥.N/X]B

In the IT-elimination rule, we do not want to apply the substitution N for x in the type B eagerly
during type checking, but accumulate all the individual substitutions and apply them simultaneously, if
necessary. Similarly, in the I1°-elimination rule, we do not want to replace eagerly the meta-variable X
with N in the type B but accumulate all meta-substitutions and also apply them simultaneously. In fact,
we would like to combine substitution walks for meta-variables and ordinary variables, and simultane-
ously apply ordinary substitution and meta-substitutions to avoid multiple traversals. This will allow us
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potentially to detect that two terms are not equal without actually performing a substitution, and in the
case of a de Bruijn numbering scheme for variables, we would like to avoid unnecessary renumbering.

Explicit substitutions go back to Abadi et.al [ACCLO90] and are often central in the implementing
core algorithms such as type checking or higher-order unification [DHKO9S, IDHKP96]. Many existing
implementations of proof assistants such as the Twelf system, Delphin, Beluga, Agda or AProlog use
explicit substitutions to combine substitution walks for ordinary variables. A different approach with the
same goal of handling substitutions efficiently is the suspension calculus [NW98|, LNQOS].

However, meta-variables are often modeled via references and by instantiating a reference to a meta-
variable we can usually avoid propagating explicitly substitutions for meta-variables. Yet there are mul-
tiple reasons why we would like to treat meta-variables non-destructively and be able to explicitly handle
meta-substitutions explicitly. First, implementations based on a non-destructive unification may be eas-
ier to maintain and may be more efficient. In particular, this may be the case in type reconstruction
where we find the most general type and we may need to abstract over free meta-variables. The issue
of abstracting over most general solutions also arises in tabled higher-order logic programming [PieQ3]],
where we want to store explicitly the answer substitution for the meta-variables occurring in a query.
Abstraction is notoriously expensive since we need to first traverse a term to collect all references and
subsequently compute their appropriate de Bruijn index.

While meta-variables are often only introduced internally, some languages such as Beluga have
taken the step to distinguish ordinary bound variables and meta-variables already in the source lan-
guage. Consequently, we find different classes of bound variables: bound ordinary variables and bound
meta-variables. When type-checking Beluga programs, we would like to combine substitution walks
for these different classes. Understanding how these two substitutions interact is also crucial for type
reconstruction in this setting, since omitted arguments may depend on both kinds of variables.

In this paper, we revisit the ideas of explicit substitutions where we combine substitutions for ordi-
nary variables and meta-variables. In particular, we describe an explicit substitution calculus with first-
class meta-variables inspired by contextual modal type theory [NPPO8]. We first present a dependently
typed lambda calculus with explicit substitutions for ordinary variables and explicit meta-substitutions
for meta-variables. We then present a weak head normalization procedure which performs both substi-
tutions lazily and in a single pass thereby combining substitution walks for the two different classes of
variables. Finally, we give an algorithm for definitional equality and present a bidirectional type checking
algorithm which employs weak head normalization and show soundness. In the future, we plan to use the
presented calculus as a foundation for implementing the Beluga language which supports programming
and reasoning with formal systems specified in the logical framework LF.

2 The Calculus: Syntax, Typing, and Equality

Let us first introduce the grammar and typing rules for the dependently typed A-calculus with meta-
variables based on the ideas in [NPPOS]. The system we consider is and extension of the logical frame-
work LF with first-class meta-variables. We design the calculus as an extension of previous explicit
substitution calculi such as [ACCL90, IDHK935|. These calculi only support ordinary substitutions but
not at the same time meta-substitutions.

Our calculus supports general closures on the type and term level. Meta-variables (which sometimes
are also called contextual variables) are written as X. Typically, meta-variables occur as a closure [0]X,
but we will treat this as a special case of the general closure [G|N.

To provide a compact representation of the typing rules, we follow the tradition of pure type systems



and introduce sorts and expressions where sorts can be either kind or type and expressions include terms,
types and kinds. A single syntactic category of expressions helps us avoid duplication in the typing and
equality rules for closures [c]E and [6]E. We will write M, A, K, if indeed expressions can only occur
as terms M, types A or kinds K.

Sorts s = kind | type
Expressions E,F == s|a|llE.F|x,|X,|AE|FE|[c]E|[O]E

Special cases of expressions:

Kinds K = type |IIAK|[0]K | [0]K

Types A,B = a|AM|IIAB|[c]A|[O]A

Terms M,N = x,|X,|AM|MN|[c]|N|[6]M (n>1)
Substitutions o,7 == 1"|o,M|[t]o]|][0]c (n>0)
Meta-substitutions 6 = | 6,M|[6]6 (n>0)
Contexts Yo = - |VA

Meta-contexts A = |APrA

We have two different de Bruijn indices x,, and X,, (n > 1), one for numbering bound variables and
one for numbering meta-variables. x, represents the de Bruijn number n and stands for an ordinary
bound variable, while X, represents the de Bruijn number n but stands for a meta-variable. Due to
the two kinds of substitutions, we also have two kinds of closures; the closure of an expression with
an ordinary substitution ¢ and the closure of an expression with a meta-substitution 8. Following the
treatment of meta-variables in [NPPOS||, we describe the type of a meta-variable as W >A which stands
for a meta-variable of type A which may refer to variables in W.

Meta-substitutions provide a term M for a meta-variable X of type ¥ >A. Note that M does not
denote a closed term, but a term of type A in the context ¥ and hence may refer to variables from V. In
previous presentations where we use names for variables, we hence wrote ¥.M /X to be able to rename
the variables in M appropriately. Because bound variables are represented using de Bruijn indices in this
paper, we simply write M /X but keep in mind that M is not necessarily closed.

Our calculus also features closures on the level of substitutions and meta-substitutions. For example,
we allow the closure [o]7 which will allow us to lazily treat ordinary substitution composition and the
closure [6] o which will postpone applying 6 to the ordinary substitution . Similarly, the closure [0]6’
for meta-substitutions allows us to lazily compose meta-substitutions. We do not introduce a closure
of a context ¥ and a meta-substitution 6, but instead define [6]¥ eagerly by simply pushing the meta-
substitution 0 to each declaration as follows: [8]- = - and [0](¥,A) = [6] Y, [O]A.

2.1 Typing rules

In contrast to [HPO3]], we present the typing rules for LF in pure type system (PTS) style, to avoid rule
duplication (which would be substantial for the rules of definitional equality given in the next section).
We will use the following judgments:



A mctx Meta-context A is well-typed

Yctx  Context WV is well-typed

E:F  Expression E has “type” F

o:¥Y  Substitution o has domain ¥ and range I

F 6:A"  Contextual Substitution 6 has domain A’ and range A

> > > >
—
T T T T

The judgement A;T" - E : F subsumes the judgements A;I" - M : A (term M has type A), A, I' FA: K
(type family A has kind K) and A;I" F K : kind (kind K is well-formed).

Next, we present the typing rules. To improve readability, we use the letters M, N,A, B, K in case the
rule for A;I" - E : F is indeed restricted to hold only for terms M or N, types A or B, or kinds K.

Expressions
A F T ctx A F T ctx Y(a)=K ATLARE s
A;T F type : kind AT'Fa: K ATHTIAE @ s
AT FA :type ATHEx, A AT FB:type
AT, AFx - [THA A;T,BEx,p1 2 [11]4
AT A :type ATHEX,:A AT EA :type

ATSA;INICFX [ A AT AL TF X : [11]A

AT, AEM:B  ATVARB:type  ATFE:TIAF ATEN:A
A;THAM:TIAB A;THEN:[1%N]F

ATFo:¥Y AYFHE:F AFO:N AN.THE:F ATHFE:F, ATHFFR=F:s
AT+ [O]E : [O]F A;[0]T + [O]E : [6]F ATHE:F

Contexts and meta-contexts
AW E A type F A mctx AW E A type
F - mctx FAW¥Y>A mctx AF - ctx AFW, A ctx

Ordinary substitutions
AW Tctx I'|=n ATFo:¥Y AYFHA:type AT'EM:[c]A

AY.THT W ATH (o,M) : (W,A)
ATHFT:¥Y AYFo:W AFO:AN AN T'+o:¥
ATH([t]lo: ¥ A;[0]T+ [B]o : [6]¥

Meta-substitutions
FAAN metx Al =n AF6:A AT'HA:type A;[6]T-M:[60]A
AN EA" A AF(O,M): N T>A

AFEB:Ay AgF6O:A
At [6]6": A

In the typing rule for AM, the hypothesis A;I",A F B : type prevents us to form a A-abstraction
on the type level (for this, we would need B : kind). Lambda on the type level does not increase the
expressiveness [[Ada05l, [HPO3].



Unlike the system in [HPO3]], we do not assume that the meta-context A and the context I" are well-
formed, but ensure that these are well-formed contexts by adding appropriate typing premises to for
example the typing rules for bound variables and meta-variables. We establish separately that contexts
are well-formed (see Lemma [ on page[8)) and that the inference rules are valid (see Theorem 4 on page
O). While this presentation means we will repeatedly type-check parts of the meta-context A and the
bound variable context I, it allows us to avoid labels at lambda-abstractions and simplifies the subsequent
development of definitional equality.

We concentrate here on explaining the typing rules for bound variables and meta-variables. The typ-
ing rules for bound variables essentially peel off one type declaration in the context I" until we encounter
the variable x;. The typing premises guarantee that the meta-context A and the context I" and the type A
of the bound variable all are well-typed. The rule for meta-variables are built in a similar fashion as the
typing rules for bound variables peeling off type declarations from the meta-context A until we encounter
the meta-variable X;.

2.2 Definitional Equality

In this section, we describe definitional equality on expressions, ordinary substitutions, and meta-substitutions
in a type-directed manner. Our definitional equality compares two expressions converting them to -
long normal forms. We will use the following judgments:

A;T'HE) =E, . F Expressions E| and E, are equal at “type” F
A;TH oy =0, : W Substitutions 07 and o, are equal at domain ¥
A 6 =6, : AN Meta-substitutions 0; and 6, are equal at domain A’

The judgement A;I" - E| = E, : F subsumes the judgements A;I" - K} = K : kind (kinds K and K, are
equal), A;I'A; = A, : K (types A; and A, are equal of kind K) and A;I' M| =M, : A (terms M, and
M, are equal of type A).

These judgements are all congruences, i. e., we have equivalence rules (reflexivity, symmetry, transi-
tivity) and a congruence rule for each syntactic construction. For instance, this is one of congruence rule
for substitutions and the type conversion rule:

ATFM=M:[c]A ATHA:type ATFo=0""Y ATFM=N:A ATFA=B:s
ATH (o,M)=(0/,M'): ¥, A A;TEFM=N:B

The remaining rules for definitional equality fall into two classes: the computational laws for ordinary
substitutions (Figure[I]) and the computational laws for meta-substitutions (Figure[2)). Both sets of rules
follow the same principle. They are grouped into Identity and Composition rules, propagation and re-
duction rules. For ordinary substitutions we also include B-reduction. For meta-substitutions, there is no
equivalent B-reduction rule since we do not support abstraction over meta-variables. However, we add
propagation into ordinary substitutions. We also note that pushing a meta-substitution inside a lambda-
abstraction or a II-type does not require a shift of the indices, since indices of ordinary bound variables
are distinct from indices of meta-variables and no capture can occur.

To illustrate the definitional equality rules, we show how to derive A;I"+ [0, M]x, 1 = [0]x, : [C]A
which also demonstrates that such a rule is admissible. Transitivity is essential to assemble the following
sub-derivations.



B-Reduction

ANT,AEM:B AT A F B :type ATEN:A
AT F(AM)N = [1°,NM : [1°, N|B

Substitution Propagation: Identity and Composition
ATHE:F ATkFo: T AT FT: W AVYFHE:F
ATH[IE=E:F A;T + [o][7|E = [[0]7]E : [[o]t]F

Substitution Propagation: Constants

ATHo: W ATHo:¥ ATHa: K
AT | [o]type = type : kind AT Fola=a:[o]K

Substitution Propagation: Variable Lookup

ATFo:¥ AW A type AT M :[o]A AT Fx,1:A

AT F[o,M]x; =M : [G]A AT Fxp =[x A
Substitution Propagation: Pushing into Expression Constructions

ATFHo:¥ ANV AFF:s
AT+ [o)(TTA.F) =TI [0]A.[[1')o,x1]F : s

ATHo:W ANVYAREM:B AW, A F B :type
AT F[6](AM) = A.[[1")o,x1|M : T1[6]A.[[1']o,x1]|B

ATHFo:¥ AW HE:TIAF AYEN:A
A;T F [o](EN)=[o]E [o]N : [0, [c]N]F

Substitution Reductions: Pairing and Shifting

ATH(o,M): Y YA |¥|=n ATkHo:¥ AV E(T,M):P,A
ATH[o M = (o] ¥ AT [o](5.M) = (o], [o]M) : ¥.A

AT, ctx \F1|:m \F2|:n
AT, T B[P =17 : T

Substitution Reductions: Category Laws

ATFo: ¥ ATHo:¥
ATHF[lo=0:¥ ATF[o]1°=0:¥

A;Fl |—612F2 A;FQ f—O'QZF3 A;F3 |—G32F4
A;Fl = [61}[62]63 = [[61]62]63 : F4

Figure 1: Computational Laws I: B and substitutions



Meta-Substitution Propagation: Identity and Composition
ATHE:F AFO:AN A6 A A'"-T+E:F
ATHF[WIE=E:F  A[[6]0]T F[0][0']E = [[6]0']E : [[6]6']F

Meta-Substitution Propagation: Constants and Ordinary Variables

AFO:AN A T ctx AFO:AN A:TFa:K AFO:AN AT Fx,: A

A;[8]T F [0]type = type : kind A;[0]T F[B]la=a: [6]K A;[0]T F [6]x, = x, : [6]A
Meta-Substitution Propagation: Meta-variable Lookup

AFO:AN AT FA:type A [T M :[6]A ATHEX, A
A;[0]T - [6,M]X; =M : [6]A AT F X1 = [1]X,: A

Meta-Substitution Propagation: Pushing into Expression Constructions

AFO:N N;T,AFF s AFO:AN AN;T'/A+-M:B AN;T',A B :type
A;[6]T - [6](TIA.F) =T1[6]A.[6]F : s A;[6]T + [0](AM) = A.[6]M : T1[6]A.[6]B

AFO: AN ATHE:TIA.F ATHFN:A AFO: AN ANTHo:¥ ANWFE:F
A;[6]T F [6](E N) = [6]E [6]N : [1', [6]N]F A;[0]T = [6][o]E = [[6]o][6]E : [[6]o][6]F

Meta-Substitution Propagation: Pushing into Ordinary Substitutions

AFO:A  ANFTctx  [D]=n
A[e]T. [e]r = [e]1" = 1": [6]T

AFO:A N-THo:¥ AW A :type A;THM:[clA
A;[6]T - [6](c,M) = ([6]o,[6]M) : [6]¥,[6]A

AFO:AN ANTHFT:¥ ANV Fo: ¥ AFO: A AN A A'T+o:¥
A [0]T + [6][z]o = [[0]7][O]o : [6]¥ A;[[0]0']T +[6]]6']c =[[6]e']o : [[6]6']¥

Meta-Substitution Reductions: Pairing and Shifting
AF(0,M): Ao, Ay, T>A |A)| =n A 0:A Ay (0,M) 1 Ag,T>A
A [6,M4" = [0]1" : A A-[o](e',m) = ([6]6',[6]M) : A, T>A
FA AL A metx  |All=m A =n

AALA [T =[] A
Meta-Substitution Reductions: Category Laws

A"QIAO Al—QIAO A1|—91:A2 A2|—92:A3 A3|—93:A4
AF[1°]6e=6:Ag AF[O]1°=6: A Ay F[6:]]6:]6: = [[61]6:2]65 : A4

Figure 2: Computational Laws II: Meta-substitution



Step 1: AT F x,11 @ [O]A < type
AT Ex,1 =[x, : [0]A
AT H [6,M]x,1 = [0,M][1']x, : [0]A

Variable Lookup

Congruence

Step 2: 7
ATFO.M:¥.B AW BF1':¥ AWFx, A ) ATH[oMl'=0:¥
Composition
AT [0, M][1 5, = [[0,M] 1 J ([0, M]11]A AT [[o,M]1JA= [o]A  type
AT H [o,M][1]x, = [[0,M] 1%, : [0]A

Congruence

Step 3: 9
ATH[oM'=0:¥

AT [[o,M]1)x, = [o]x, : [0]A

Congruence

where ATH-o,M: W, B . ATHo: W

; 0 Pairing 0
ATH[oM]1 =[o]T": ¥ ATH[o]l"=0:¥ .
= : Transitivity
ATH[oM]] =0 ¥

Category Laws

Similarly, we can show that A;T" - [0, M] X, = [6]X, : [0]A is admissible.

2.2.1 Extensionality Laws

As mentioned earlier, we take into account B-reductions and 1m-expansions. In particular, we consider
n-rules for ordinary substitutions as well as meta-substitutions.

AT=M:TIA.B
AT FM=2A.(1'M) x; : TIA.B

AFT,A T ctx T =n FAT'>A,A mctx A =n
AT AT 1= (1" x,00):T,A ATSAN A = (@ X,00) A T>A

Note that there is no reduction for [c|[6]M: an ordinary substitution cannot in general be pushed past a
meta-substitution, it has to wait for the meta-substitution to be resolved.

2.3 Properties

Next, we prove some standard properties about the presented type assignment system. First, we show
that contexts are indeed well-formed. Let L stand for a (possibly absent) part to the left of the turnstile.

Lemma 1 (Context well-formedness)
1. If A,A;L \=J then = A mctx.
2.IfAFO:NorA-6=0":A then - A mctx.
3. IfA; T T = J then A FT ctx.
4. IfATFo:T'orAAT o =0":T"then A -T" ctx.

The height of the output derivation is bounded by the height of the input derivation, in all cases.



Proof. By simultaneous induction over all judgments. O

The following inversion theorem for typing is standard for PTSs and are necessary due to the type
conversion rule which makes inversion a non-obvious property. It allows us to classify expressions into
term, types, and kinds. We write A;I" - E = E’ if there exists a sort s such that A;T HE =E’ : s.

Theorem 2 (Inversion of typing)

1. There is no derivation of A;T" F kind : E.

2. If A;T - type: E then E = kind.

3. If AT Fa: K then A;T K =X(a) : kind.

4. If T FIIA.B: K then A;I' - A :type and A;T,A - B : K and either K = kind or A;T" F K = type.

5. IfAT Fx,p 1 :AthenT =T, A"\ Ty with |Ty| =nand A;T FA = [1"TA

6. IF AT FX, 1 :Athen A=Ay, T'>A' Ay with |As| = nand T = [{" 7 |I" and A;T FA = [ T1]A"
7

. IfAT F AM : C then there are A, B such that A;T' = C =T1A.B and A;T" - A : type and
AT,AFB:typeand A;T,A M : B.

8. If &\ T =M N : C then there are A, B such that A;T' =M :TIA.Band A;T =N : A
and A;T +C = [1°,N]B.

9. If ;T + [0]|M : A then there are ¥, A" such that A,\T -6 :Wand A;¥Y M : A’
and AT HA =[o]A’.

10. If ;T + [6]M : A then there are N',T" A" such that A+ 0 : A and A;T" =M : A" and T = [0]T”
and AT HFA=[6]A.
Proof. By induction on the typing derivation, peeling off the type conversion steps and combining them

with transitivity. O

Expression E is a kind if A;I" - E : kind for some A, T, it is a type family if A;I" - E : K for some kind K
and some A, I, and it is a term if A;I" - E : A for some A,A,I" with A;T" - A : type.

The following inversion statement for meta-variables under a substitution is crucial for the correct-
ness of algorithmic equality (Sec. [3.2) and bidirectional type checking (Sec. ).

Corollary 3 IfA;T - [0]X, : Athen A=A, ¥>A" Ay
with |[Ay] =m—1and AT F o : [\"]¥ and A;T A = [o]["]A.
Theorem 4 (Syntactic Validity)
1. fATHE:ForA;I' -Ey=E,: F then A;T - F @ s for some sort.
2. IfANL-E=E':FthenA;L-E:Fand A;L+E':F.
33 IfAFO0=0":ANthenA+0:ANand A6 :A.
4 IfATFo=0":¥thenA;T o :WYand AT Fo' .

Proof. By simultaneous induction over all judgments. O



3 Evaluation and Algorithmic Equality

In this section, we define a weak head normalization strategy together with algorithmic equality. The goal
is to treat ordinary substitutions and meta-substitutions lazily; in particular, we aim to postpone shifting
of substitutions until necessary. For the treatment of LF, an untyped algorithmic equality is sufficient.
The design of the algorithm follows Coquand [Coq91] with refinements from joint work with the first
author [ACQ7]. In this article, we only show soundness of the algorithm; completeness can be proven
using techniques of the cited works. However, an adaptation to de Bruijn style and explicit substitutions
is necessary; we leave the details to future work, a sketch can be found in the appendix.

We first characterize our normal forms by defining normal and neutral expressions where expressions
include terms, types, and kinds. Normal substitutions are built out of normal expressions. However, it is
worth keeping in mind that our typing rules will ensure that they only contain terms and not types, since
we do not support type-level variables. Our normal forms are only f-normal, not necessarily 7-long.
Only meta-variables are associated with an ordinary normal substitution, all other closures have been
eliminated.

Normal expressions V== s |IIV.V'|AV |U
Neutral expressions U == al|x,|[V]X,|UV
Normal substitutions v = 1" (v,V)

Next, we define weak head normal forms (whnf). Since we want to treat ordinary substitutions and
meta-substitutions lazily and in particular want to postpone the complete computation of their composi-
tions, we cannot require that substitutions and meta-substitutions are already in normal form. Hence, we
introduce environments p for ordinary substitutions and similarly meta-substitutions 717 for describing
substitutions and meta-substitutions which are in weak head normal form. Closures are either bound
variables x, or a expression E which is associated with the environment p and meta-environment 7.

Weak head normal forms W = type|[p][n]1IA.B | [p][n]AM |H
Closures L == x,|[p][n]E

Neutral weak head normal forms H == al|x,|[p]X,|HL

Environments p == 1"(p,L)|[1"p
Meta-environments n == (M)

Our weak head normal forms combine substitutions and meta-substitutions, i.e. closures are formed
with both classes of substitutions (written as [p][n]E) and our whnf-reduction strategy simultaneously
treats substitutions and meta-substitutions.

Instead of defining expressions with two suspended substitutions, we could have introduced a joint
simultaneous substitutions and closures built with them. The path taken in this paper builds on the
individual substitution operations instead of defining a new joint substitution operation. To clarify, the
nature and the interplay of ordinary substitutions and meta-substitutions it is helpful to consider the
typing rule of closures [p][n]E:

AYEp:[n]¥Y Abn:A ANWHE:F
AW E[p][n]E - [pl[n]F

Intuitively, this means to obtain an expression E’ which makes actually sense in A and P, we first
compute [N]E and subsequently apply the ordinary substitution p to obtain some E’ : ([p][n]E) = E'.

10



Shift propagation. While we treat shifts in the environment as explicit operation—to avoid a traversal
when lifting an environment under a binder—, shifting a closure or a neutral weak head normal form
can be implemented inexpensively. Let shifting [1"|L of a closure L be defined by [1"]x = x,+m and
[T"1([p]In]E) = [[1"]p][n]E. 1t is extended to shifting [1"]H of neutral weak head normal forms by
[1")(H L) = [1"]H [1"]L and [1"]([p]X,n) = [[1"]p] X, and [1"]a = a.

3.1 Weak head evaluation

Our weak head evaluation strategy will postpone propagation of substitutions into an expression until
necessary. Treating substitutions lazily seems to be beneficial as also supported by the experimental anal-
ysis on lazy vs eager reduction strategies for substitutions by Nadathur and his collaborators [LNQOS].
We present the algorithm for weak head normalization in Figure[3] We define a function whnf L where
L is either a variable x, or a proper closure [p][n]E. The function whnf is then defined recursively on E.

To support the lazy evaluation of substitutions, our weak head normalization algorithm relies on the
definition of two functions, namely Env 11 6 and env p 11 ¢. Both functions are defined recursively over
the last argument, i.e. Env is inductively defined over 6 and env is inductively defined over o. When we
encounter a closure of [¢]7 (or [0] 6’ resp.), we compute first the environment corresponding to ¢ and
subsequently we compute the environment for 7. This strategy allows us to avoid unnecessary shifting
of de Bruijn indices.

In addition, whnf relies on a lookup function to retrieve the i-th element of a substitution which
corresponds to the index i. Such lookup functions are defined for both, ordinary variables and meta-
variables.

Next, we prove that types are preserved when computing weak head normal forms and that the
computation is sound with regard to the specification of definitional equality. Note that at this point
termination is only clear for the lookup and substitution evaluation functions. For whnf and evaluating
application @, soundness is conditional on termination.

Theorem 5 (Subject reduction) Let A1 : A
1. IfN -0 :A"thenAFEnvn 6 =[nj6:A"
IfFAN;YEo:Wand AT Fp : [n]Y then A;T Fenvp no=[p][n]o:[n]¥.
If NP E X, 0 A then A; [n]W + Lookup 1 X, = [N] X0 : [n]A.
IfAY = x 0 Aand AT = p o then AT = lookup p xy = [plxm @ [PJA.

Let N;Y HE:Fand AT +p - [n]Y.
If whnf [p][n]E is defined then A;T" = whnf [p][n]E = [p][n]E : [p][n]F-

6. Let AT W :TIA.F and A;T =L :A. If W @ L is defined then A;,T W @ L=W L:[1° L]F.

AN S

Proof. Each by induction on the trace of the function and inversion on the typing derivations, the first
four statements in isolation and the remaining two simultaneously. O

3.2 Algorithmic equality

Building on the weak head normalization algorithm introduced in the previous section, we now give an
algorithm for deciding equality of expressions. This is a key piece in the bi-directional type checking
algorithm which we present in Section 4, Two closures, where L = [p|[n]E and L' = [p'][n']E’, are
algorithmically equal if their weak head normal forms are related, i.e., whnf [p][n]E ~ whnf [p'][n']E’.
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Meta-substitution evaluation Env 11 6 computes the meta-environment form of [1n]6.

Env ﬂm ﬂn — ,[Tm-i-n

Env (n,M) ¢! = Envn "

Envn (6,M) = (Envn 6,[n]M)
Envn [6]6 = Env(Envn 6) 6

Substitution evaluation env p 1 6 computes the environment form of [p][n]o.

env ([1X]p) n o = [1"(envp 1 o)
envpn 1 =

env Tk n Tn — Tk-‘rn

env (p,L)n 1" = envpn 1"

env p 1 (0,M) = (envpno,[p][n]M)
env p 1 ([o]1) = env(envpno)nrc
env p n ([0]o) = envp (Envno)o

Meta-variable lookup Lookup 1 X,, retrieves the binding of X,,, in meta-environment 7).

Lookup ﬂn Xin = Xn-‘rm
Lookup (1,E) X, = E
Lookup (n,E) Xu+1 = Lookup n X,

Variable lookup lookup p x,, computes the closure form of [p]x;,.

lookup 1" x,n = Xpim

lookup (p,L) x; = L

lookup (p,L) xp+1 = lookup p xp
lookup ([1"p) 3 = [1"](lookup p %)

Weak head evaluation whnf L computes the weak head normal form of closure L.

whnf x,, = Xp

whnf [p][n]s =

whnf [p][n]a = a

whnf [p][n]xn = whnf(lookup p x,,)

whnf [p][1°]X = [p]Xn

whnf [p][N]Xn = whnf [p][1°](Lookup 1 X,,)

whnf [p][n](TTA.E) = [p][n](ITA.E)

whnf [p][n](AM) = [p][n](AM)

whnf [p][n](MN) = whnf [p][n]M @ [p][n]N

whnf [p][n][c]M = whnf [env p n o][n]M

whnf [p][n][6]M = whnf [p][Env n 8]M
Evaluating application W @ L computes the weak head normalform of W L.

llnjAM) @ L = whnf [(p,L)][n]M

H@L = HL

Figure 3: Weak head evaluation
12



As we check that two expressions are equal, we lazily normalize them using our weak head normal-
ization algorithm from the previous section and our algorithmic equality algorithm alternates between
applying a whnf step and actually comparing two expressions or substitutions.

The actual equality algorithm is defined using three mutual recursive judgments. 1) checking that two
expressions in whnf are equal 2) checking that two weak head normal forms are equal and 3) checking
that two environments, i.e. ordinary substitutions in whnf, are equal.

W W weak head normal forms W, W’ are algorithmically equal
H~H neutral weak head normal forms H,H' are algorithmically equal
[T¥]p ~ [1¥]p’  environments p, p’ are algorithmically equal under shifts by k, K’ resp.

Many of the algorithmic equality rules are straightforward and intuitive, although a bit veiled by
the abundance of explicit shifting that comes with de Bruijn style. When checking whether two meta-
variables are equal, we need to make sure that respective environments are equal. When we check
whether two lambda-abstractions are equal, we must lift their environments under the lambda-binding.
This amount to shifting them by one and extending them with a binding for the first variable. To handle
eta-equality, we eta-expand the neutral weak head normal form H on the fly when comparing it to a
lambda-closure.

Comparing two environments for equality simply recursively analyzes the substitutions. In addition,
we handle just-in-time eta-expansion on the level of substitutions (see the last two rules).

Algorithmic equality of neutral weak head normal forms.
[1%p ~ [1°]p’ H~XH' whnf L~ whnf L/
acta Xy~ (01X ~ [p') X HLXH'L

Algorithmic equality of weak head normal forms.
H~H whnf [p][n]A ~ whnf [p'][n']4"  whnf [[1]p,xi][n]B ~ whnf [[1']p’,x:][n']B’
H~H s [p][n](I1A. B) ~ [p'][n'](1IA". B)

whnf [[1']p,x1][n]M ~ whnf [[1']p’,x][n[M’
[P)[n)(AM) ~ [p")[n'](AM’)

whnf [[1']p,xi][n]M ~ [1']H x, [1'1H x; ~ whnf [[T']p,x][n]M
[pl[n](AM) ~ H H = [p][n](AM)

Algorithmic equality of environments.

ktn=K+n' [ L0¥pt [Fp A0 [1M9p 11007 whnf [ % whnf(1¥]2
< 0 e ~ e 1M £ 1€ (1] 14, L) ~ [1¥(p", L")
[19p ~ 17 whnf (LS w0907 xingr X whnf [1€]L
[T¥1(p,L) ~ [1¥]1" [T < 1%, L)

13



Theorem 6 (Soundness of algorithmic equality)

1. IfHXH and AT - H:Fand A\ T - H' : F then A\T FF =F and A\T - H=H':F.

2. FW R W and AT W, W' : F then \T FW =W’ : F.

30114 < [1¥1p’ and AT + [1¥p, [1¥]p’ - W then AT+ [1¥]p = [1¥]p" : .
Proof. Simultaneously by induction on the derivation of algorithmic equality and inversion on the typ-
ing. O

4 Bidirectional Type Checking

In this section, we show how to use our explicit substitution calculus to type-check expressions. As
mentioned in the introduction, accumulating substitutions walks in type-checking is one of the key ap-
plications of this work. We only describe the algorithm and leave its theoretical properties for future
work.

We design the algorithm in a bidirectional way [[Coq96, IACQ7] which allows us to omit type annota-
tions at lambda-abstractions. We use the following three judgments:

AT’V &=s  Type normal form V checks against sort s
A;T'FV &=L Normal form V checks against “type” closure L
A;I' U = L The type of neutral normal form U is inferred as closure L

A;TFv &YW Normal substitution v checks against domain W

In these judgements, I is a list of type closures L. On A we pose no restrictions; an entry WA of A is as
before a list of type expressions ¥ and a type expression A.

The typing rules below are mostly straightforward. Recall that [T"]L is an abbreviation which was
defined on page

Inferring the type of neutral normal forms U.

ATHFU=L  whnfL=][c][0](IIA.B) AT FV = [o][0]A

AT = a = [1°)[1°]2(a) ATHUV = [o,V][0]B
| =n A=ALY>A N |Ml=n AT Fve Y00
ATLT Fxy = 111 AT F VX = [V][1"']A

Checking the type of normal forms V.
whnf L= [6][0](TTA.B) AT, [c][0]JA -V =[1'c,x][6]B ATHU=L  whnfL~ whnfL

ATHAV &=L ATFUEL
Checking well-formedness of types and kinds V.
whnf L = kind AT FV = type ATV EV =5 ATHU=L whnf L = type
A;T F type &= kind ATHFIIV.V =5 AT FU & type
Checking normal substitutions V. In this judgement A;I" - v &= W, the context W is also in closure form.
I =n ATFveEY ATV EL
AT HT" &= AT H(v,V)=Y,L

14



5 Conclusion

We have presented an explicit substitution calculus together with algorithms for weak head normal-
ization, definitional equality, and bi-directional type checking where both ordinary variables and meta-
variables are modelled using de Bruijn indices and both kinds of substitutions are handled lazily and
simultaneously.

We also have proven subject reduction and soundness of the definitional equality algorithm. A sketch
of the normalization proof, which guarantees that the described algorithm is complete, can be found
in the appendix. Finally, we describe a bi-directional type-checking algorithm which treats ordinary
substitutions and meta-substitutions at the same time. In the future, we plan to adapt the presented
explicit substitution in the implementation of the programming and reasoning environment Beluga.
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A Normalization

The proof of normalization follows the blue print laid out in earlier work [ACQ7]]. To show normalization
and completeness of algorithmic equality, we interpret types A as partial equivalence relations (PERs)
&/ between expressions, i.e., relations that are symmetric and transitive. By establishing o/ C (,‘ﬁ)
which means that two elements related by <7 are algorithmically equal, and by the fundamental theorem
which states that definitionally equal terms A;T" = M = M’ : A evaluate to elements related by .«7, obtain
completeness of algorithmic equality. The model construction also yields termination of algorithmic
equality, thus, as a final result we can show that algorithmic equality decides definitional equality for
well-typed terms.

The basic PERs are the algorithmic equality relations. We define a relation on environments by p ~
r

p <= Vk.[1¥]p ~ [1*]p’. The k is actually irrelevant, as witnessed by the following lemma:

Lemma 7 (Environment equality) For all ki, k, we have [1X]p ~ [1%]p" iff [1%2]p ~ [1%2]p’.

Lemma 8 (Shifting equal elements) . IfwhnfL ~ whnf L’ then whnf [T¥]L X whnf [1¥]L".

2. IfH ~ H' then [N H X [1MH'.
In both cases, the output derivation has the same height as the input derivation.

Lemma 9 The algorithmic equality relations (~),(~), (~),(~) are PERs.
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Constructiogv on PERs. 1If </ is a PER on closures and % a PER on weak head normal forms we define
the closure 4 and the function space & — % by

B = {(L,L')| (whnf L,whnf L) € £}
d—B = {(WW)|(We@LW @L)ec Bforall (L,L') € o).

Closure - is a monotone operator on PERs, and function space - — _ is an operator on PERs which is
antitone in the domain and monotone in the codomain.

Contexts will be interpreted as PERs over environments. For ¢ a PER on environments, </ a PER
on closures and # a PER on weak head normal forms let

(V) = ("1 nen}
Ixa = {(p,p")|(envp ° 1 envp’ 4 1!) € and (lookup p xi,lookup p’ x1) € )}
9o = {(E.E)| (whnf [p][{°1E, whaf [o'][1°)E") € B forall (p,p) € ).

Product _ x _ is a monotone operator on PERs. Entailment _> _, like function space, is a PER operator
that is antitone in the domain and monotone in the codomain.

To interpret meta-contexts, we define a meta-product ¥ ® & between a PER over meta-contexts &
and a PER over expressions &'.

22& = {(6,0")| (Env O !, Env @ ¢') € 2 and (Lookup 6 X;,Lookup 6’ X;) € &}

Type interpretation. In terms of proof theoretic strength, LF equals the simply-typed lambda calculus.
Dependencies in LF can be erased in the normalization proof, hence types can be interpreted as “simply-
typed” PERs (as opposed to using families of PERs [AC07]]) . Also, since we have no A on the type level,
we do not have to model operators on PERs, and we model kinds simply as PERs over type expressions.
We arrive at the following definition of type interpretation:

(E) = (V) if E is a term
[IA.E) = (A) — (E)

[0]E)

(6]E) -
E) =

P e N N
e

E)
E)
X) otherwise

The interpretation of terms does not really matter, we set them to (ﬂ) for conformity. Because of erasure
and since we have no type variables, interpretation can ignore substitutions and redexes altogether.
Lemma 10 (Semantic type equality) IfA;I' - E = E' : F then (E|) = (E').

Proof. By induction on the derivation of equivalence. The lemma is trivial because we have no type

or kind variables and all computation is happening on the term level and is ignored by the operation
(E). O

Context and meta-context interpretation.

() = (V) empty context
(W.4) = (¥)x(4)

(WeA) = (¥)>(4)

(- = {11} empty meta-context
(A¥YrA) = (A)®(PrA)



Note that ([6]¥) = (¥).
The constructions on PERs satisty the following inclusions.

Lemma 11
L (M@= (™)—= (™
2. (Y x (@) (L)L)
3. (V) C(E) € (V)
4. (L) C (¥ C (L)

As a consequence, semantic types are sandwiched between the algorithmic equality relation (rnv) on
neutral weak head normal forms and the algorithmic equality (ﬂ) on weak head normal forms. In
particular, each semantic type contains the variables, (x,,x,) € (A)), and only algorithmically equal
elements are related by a semantic type. The presence of the variables in the semantic types is crucial to
show a normalization property for open expressions. In our case, it is needed to establish that the identity
environment 1° is a valid inhabitant of each semantic context (), or more precisely (1°,1°) € ().

Semantic judgements. In the following, we establish that our PERs actually model typing and equality
rules of LF.

ATEE:F <~ ATEE=E:F

ATEE=E:F <= (whnf[p][n]E,whnf [p'][n']E") € (F) forall (n,n’) € (A) and (p,p’) € (T)
Al'=oc: ¥ <~ ATEoc=o0:¥

ATEoc=0":¥Y < (envpno,envp’' n' o')e (¥)forall (n,n') e (A)and (p,p’) € ()
AE6:A — AEO0=06:A

A=E0=6":N <= (Envn 0,Envn’ 0’) € (A) forall (n,n') € (A)

Theorem 12 (Fundamental theorem) If A;I" - J then AT = J.
Proof.  Simultaneously by induction on the derivations. a

From the model, it is now easy to derive decidability of equality.
Lemma 13 (Identity environments) (1°,1°) € () and (1°,1°) € (A).
Theorem 14 (Completeness of algorithmic equality)
1. If AT F E =E': F then whnf [1°][1°]E < whnf [1°][#°]E".
2. IfATFo =0 :¥thenenv 1" 4° o Lenv 1 4° 0.
Proof. By Lemma|13|and the fundamental theorem we have (whnf [1°][#°]E,whnf [1°][1°]E) € (F),
which by Lemma ntails whnf [19[1°]E ~ whnf [1°)[#°]E’. Similarly env 1° 4% 6 < env 19 40 o
O

Lemma 15 (Termination) If W ~ W and W' ~ W' then the query W ~ W' terminates.
Theorem 16 (Decidability of equality) If A;T" - E E' : F then A;T - E = E': F iff whnf [1°][#°]E X
whnf [T][1°]E"

Proof. By a combination of Theorem [12] and Lemma [15] we know that the algorithmic equality test
terminates. If E,E’ are definitionally equal, then the algorithmic equality terminates successfully by
Theorem [T4] The opposite direction follows by soundness (Theorem [6)). O
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