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Abstract. A routing protocol chooses one of the several paths (routes) from a source node to a destination
node in the computer network, to send a packet of information. In this paper, we propose a new routing pro-
tocol, which we call st-routing protocol, based on st-numbering of a graph. The protocol fits well in noisy
environments where robustness of routing using alternative paths is a major issue. The proposed routing
protocol provides a systematic way to retry alternative paths without generating any duplicate packets. The
protocol works for only those networks that can be represented by biconnected graphs.
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1. Introduction

Routing is the way of finding a path from a source to a destination in a network
[Keshav, 16]. In other words, routing is the way of deciding which output line will
be used to transmit an incoming packet [Tanenbaum, 25]. A router uses a specific rout-
ing algorithm to construct a routing table. Routing table consists of entries having a
destination and at least the next hop of the probable best path towards that destination,
directly or indirectly. Routing algorithms play the role of computing the best path from a
source to all possible destinations, depending on some parameters of the underlying net-
work. Way of collecting all the information for the computation described, is one of the
concerns of the routing protocol. According to the OSI (Open System Inter-connection)
model network layer is responsible to do all the routing jobs. A routing protocol can
be designed targeting a particular characteristic of the network or application require-
ment. But in general, it can be said that a routing algorithm should have the property
of correctness, simplicity, robustness, stability, fairness and optimality with minimizing
routing table space and control messages, for its acceptance [Mostafa and Singhal, 19].
Most of the requirements seem to be obvious but in practice they often result in contra-
dictory goals. Before going further let us have a look at the options, we have, to design
a routing protocol [Maxemchuk and Zarki, 18].

Decision of routing can be taken by a central processor. The responsible central
processor then has to maintain status of the whole network, i.e., what are the available
links and what are their capacities and among them which are currently up or which
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are down, on which links traffic congestion is higher, etc. The processor processes all
the information it has and decides the routing table. The constructed routing table is
then distributed among the routers. In contrast, all the routers can contribute in creating
a stable routing table by a co-operative, distributed protocol. The core telephone net-
works are of the first kind whereas large computer networks usually represents the later
one [Keshav, 16].

Routing can be dynamic (state dependent). State of a network includes network
dynamics like congestion of a network or part of a network, delay, cost, etc. Alternative
of this type of routing is static (state independent) routing. As static routing does not
depend on the current state of the network, the routing table can be constructed consid-
ering one or some of the available parameters before the activation of routing operation.
Computing such a table is comparatively easy, but the table has to be reconstructed if
any of the considered parameters changes in future. Static routing gives better perfor-
mance for very small networks, whereas state dependent protocols are better for larger
networks, though they suffer from network dynamics.

Each router may maintain only one path for any destination. The alternative of
maintaining a single path, i.e., maintaining multiple paths requires more table space but
gives more freedom in the choice of outgoing path. Beside these, all the routing decision
can be made by the source of a packet. The source can include a header with the whole
path from the source to destination with each packet. This results in low overhead on
other routers on path but the source is needed to be aware of the whole network. If any
router along the specified path fails, the packet will be lost. Packet utilization will be
lower, if the network is larger, that is if path requires larger space to be described.

In this paper we propose a new routing protocol based on st-numberings of graphs.
In an st-numbering of a graph, each vertex is assigned a number such that at least one
adjacent vertex has higher number and at least one adjacent vertex has lower number
than the concerned vertex. The source s (numbered as 1) and the sink t (numbered as n

for a graph with n vertices) are exceptions. If we obtain an st-numbering of a graph,
it is easy to find a path from any node to the source or the sink node. In practice, our
proposed routing protocol can readily give alternate paths towards any destination using
the st-numbering scheme.

The rest of the paper is organized as follows. Section 2 describes previous works
related to our works. Section 3 deals with graph theoretic terminology and st-numbering
of graphs. Our proposed routing protocol is given in section 4. Section 5 describes
a comparative performance evaluation of the proposed protocol based on simulation
models. Finally, section 5 is our conclusion.

2. Related works

Most of the routing protocols found in practice and in literature are of two main gen-
res: distance-vector protocols (e.g., BGP [6], IDRP [Rekhter, 24], RIP [Hedrick, 14;
Malken, 17], and EIGRP [Albrightson et al., 1]) and link-state protocols (e.g., ISO
IS–IS [15] and OSPF [Moy, 20, 21]). Routers using distance-vector protocols ex-
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change path information and compute their preferred path in a distributed manner. The
distance-vector protocols are different extensions and implementations of Distributed
Bellman–Ford (DBF) algorithm [Bellman, 4] and most of them attempt to eliminate the
count-to-infinity problem that prevent the original protocol to converge quickly in highly
dynamic networks. The link-state protocols are based on the Dijkstra’s distributed short-
est path algorithm [Garcia-Luna-Aceves, 11; Dijkstra and Scholten, 9]. Most of these
protocols use topology broadcast and incur excessive communication overhead. Sev-
eral newer variants of link-state protocols (e.g., LVA [Garcia-Luna-Aceves and Behrens,
12] and ALP [Garcia-Luna-Aceves and Spohn, 13]) try to minimize the overhead using
dissemination of incremental information only or working with partial topology infor-
mation. Still most proposals and implementations of both genres are of the type single
path routing in the sense that they compute a single optimal (or near optimal) path be-
tween two nodes at any given state of the network. Since reliability or fault-tolerance
is a major design goal of a routing protocol, several new proposals (e.g., DASM [Zau-
men and Garcia-Luna-Aceves, 29], MPDA [Vuturuky and Garcia-Luna-Aceves, 26] and
MDVA [Vuturuky and Garcia-Luna-Aceves, 27]) compute multiple alternative paths or
next hop choices for every destination node. In our proposed solution, we use a ver-
tex numbering scheme, namely, st-numbering of a graph that inherently provides this
multi-path option.

An st-numbering of a graph is well-known in the area of graph theoretical algo-
rithms and plays crucial roles in planarity testing [Booth and Lueker, 5], graph draw-
ing [Battista et al., 8], graph partitioning [Nakano et al., 22], etc. An st-numbering of
a graph has a beautiful routing property, since each vertex except the source s and the
sink t has at least one neighbor with a larger number and at least one neighbor with
a smaller number. Recently a mathematical model for network routing is presented
in [Annexstein and Berman, 2] based on generalized st-numberings. Their main result
implies that every 3-connected graph has three spanning trees, which was previously
shown in [Zehavi and Itai, 30; Cheriyan and Maheshwari, 7]. However, no attempt to
use st-numberings in practical network routing is found in literature. To the best of our
knowledge, our proposed st-routing protocol is the first proposal for using st-numberings
in practical network routing. Our idea is completely different from that of [Annexstein
and Berman, 2]. As we describe in section 4, we compute n−1 sets of st-numberings of
a graph of n vertices considering a vertex as a source and each of the other n−1 vertices
as a sink, and we prepare routing tables using the computed st-numberings. An attractive
feature of our proposed st-routing protocol is that it can always provide alternate paths
in case of congestion or link failure.

3. Preliminaries

In this section we introduce some terminologies on graphs and discuss on st-numberings
of graphs.

Let G = (V , E) be a connected simple graph with a vertex set V , an edge set E,
where |V | = n and |E| = e. An edge joining the vertices u and v is denoted by (u, v)
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and if (u, v) edge exists we say that u and v are adjacent. The degree of a vertex v is the
number of neighbors of v in G.

The connectivity k(G) of a graph G is the minimum number of vertices whose
removal results in a disconnected or a single vertex graph. G is called K-connected if
k(G) � K. If K = 2, we call the graph G a biconnected graph.

A path 〈v0, v1, . . . , vk〉 in a graph G is a sequence of vertices such that (vi−1, vi) is
an edge of G for 1 � i � k. A path is called a u, v-path if the first vertex is u and the
last vertex is v. Two paths are called independent if they do not share any vertex except
their start and end vertices.

The following properties hold for a K-connected (as well as for a biconnected)
graph.

Lemma 1 [West, 28]. In a K-connected graph, there exist at least K independent
u,v-paths for any pair of vertices u and v in G.

A numbering of the vertices of G = (V , E) by 1, 2, 3, . . . , n is called an
st-numbering, if two vertices numbered as 1 and n are necessarily adjacent and each j ,
1 �= j �= n, numbered vertex is adjacent to two vertices, numbered i and k, such that
i < j < k. The vertex numbered as 1 is called the source and is denoted by s, while the
vertex numbered n is called sink and is denoted by t .

Not every connected graph has an st-numbering, but the following lemma holds.

Lemma 2 [Even, 10; Nishizeki and Chiba, 23]. Let G = (V , E) be a biconnected
graph, and let (s, t) be any edge of G. Then G has an st-numbering such that s is the
source and t is the sink and the numbering can be found in linear time.

One can observe that the following lemma holds for a biconnected graph with
st-numbering.

Lemma 3. Let G = (V , E) be a biconnected graph with an st-numbering. For any
vertex u1 �= t , an u1, t-path, u1, u2, . . . , uk = t , must exist where ui+1 is any neighbor
of ui , 1 � i � k − 1, such that the st-number of ui+1 is greater than the st-number of ui .
Similarly, for any vertex u1 �= s, an u1, s-path u1, u2, . . . , uk = s must exist where ui+1

is any neighbor of ui , 1 � i � k − 1, such that the st-number of ui+1 is less than the
st-number of ui .

In figure 1, an example graph is shown. In the figure the st-numbers of different
nodes are also given, considering node a as the source and node b as the sink. Now, to
traverse from node i to sink node b, we can take the path i, f, e, d, c, b. It can be found
that the st-numbers on the path are in increasing order. In the similar way, we can take
a decreasing ordered st-numbered path to reach the source node. Such a path can be
i, g, a, having st-numbers 5, 4, 1, respectively. For the graph in figure 1, existence of
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Figure 1. A biconnected graph G with |V (G)| = 10 and an st-numbering of G taking s = a and t = b.

Table 1
Example paths to reach the source (vertex a) and the sink (vertex b) of the graph showed in figure 1.

Vertex Path to s Path to t

Path st-numbers Path st-numbers

a – – a, b 1, 10
b b, a 10, 1 – –
c c, g, a 9, 4, 1 c, b 9, 10
d d, h, a 8, 3, 1 d, c, b 8, 9, 10
e e, f, a 7, 6, 1 e, d, c, b 7, 8, 9, 10
f f, a 6, 1 f, e, d, c, b 6, 7, 8, 9, 10
g g, a 4, 1 g, c, b 4, 9, 10
h h, a 3, 1 h, d, c, b 3, 8, 9, 10
i i, g, a 5, 4, 1 i, f, e, d, c, b 5, 6, 7, 8, 9, 10
j j, a 2, 1 j, f, e, d, c, b 2, 6, 7, 8, 9, 10

such paths for all the vertices are shown in table 1 (vertex sequence and corresponding
st-number sequence are used to denote the paths).

4. st-routing protocol

In this section we describe a new routing protocol which we call the st-routing protocol.
From the point of view of reliability, we may assume that the underlying graph of our
computer network is biconnected.

4.1. Basics of st-routing protocol

Assume that, we have a biconnected graph G = (V , E) with vertex set V (G)

and |V (G)| = n. For the st-routing protocol, we have to find n − 1 st-numberings of G,
taking a particular vertex s as the source and each of the n − 1 vertices in {V (G) − s}
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as the sink (referred as t). We denote the st-numbering taking the vertex i as the sink
as the ith st-numbering of G. We will discuss the issue of choosing the vertex s later in
this section. There may not always be an (s, t) edge in edge set E(G). In those cases we
may assume a dummy (s, t) edge for calculation of st-numbering. This does not affect
the network topology since we simply omit these dummy edges while the protocol runs.

To run the protocol, each vertex p ∈ V (G) should maintain the following data
structures.

1. A list STNum(p) = {STNum(p)2, STNum(p)3, . . . , STNum(p)n} of integers,
STNum(p)i is the st-number of the vertex p in the ith st-numbering.

2. An n element table H(p), where ith element is denoted by H(p)i . H(p)i is a list of
adjacent vertices of p such that q ∈ H(p)i and STNum(q)i > STNum(p)i .

3. An n element table L(p), where ith element is denoted by L(p)i . L(p)i is a list of
adjacent vertices of p such that q ∈ L(p)i and STNum(q)i < STNum(p)i .

Seemingly the rows of the table H and L are lists of variable lengths. These two
lists are used as the routing table in the st-routing protocol. The lists STNum are not
required for the routing protocol; it is included here for use in the illustrations.

In table 2, example st-numbers of different vertices of the graph in figure 1 are
shown. For example, st-numbers of vertices a, b, c, d, e, f, g, h, i and j vertices are 1,
6, 7, 8, 9, 10, 4, 3, 5 and 2, respectively, when f is the sink vertex. Again from table 2,
we can construct H(f )q and L(f )q . For example, when g is the destination or the sink
node, the st-number of f (STNum(f )g) is 4 and among the adjacent vertices e and i have
higher st-numbers (6 and 5, respectively) and a, h, j have lower st-numbers (1, 3 and 2,
respectively). Hence H(f )g = {e, i} and L(f )g = {a, h, j}. The H(f ) and L(f ) tables
for the graph of figure 1 is shown in table 3. Clearly one can construct the tables 2 and 3
in O(n2) time by lemma 2.

When a router node receives a data packet from another node in the network, it
either forwards the packet to one of its neighbors chosen using the routing protocol if

Table 2
st-numbering of the vertices of G in figure 1, where the vertex a is the source vertex and taking different

vertices as sinks.

Vertex Sink vertex

b c d e f g h i j

a 1 1 1 1 1 1 1 1 1
b 10 9 8 7 6 8 5 7 5
c 9 10 9 8 7 9 6 8 6
d 8 8 10 9 8 7 7 9 7
e 7 7 6 10 9 6 8 6 8
f 6 6 4 5 10 4 9 5 9
g 4 4 7 4 4 10 3 4 3
h 3 3 3 3 3 3 10 3 2
i 5 5 5 6 5 5 4 10 4
j 2 2 2 2 2 2 2 2 10
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Table 3
Routing table for the node f in graph G in figure 1.

Destination (q) H(f ) L(f )

b e a, h, i, j

c e a, h, i, j

d e, i a, h, j

e e, i a, h, j

f – a, e, h, i, j

g e, i a, h, j

h h a, f, i, j

i e, i a, h, j

j j a, f, h, i

the packet is destined to any other node in the network, or captures the packet if it is
destined to the router itself. Assume that a vertex p in the graph has to take a decision
about a data packet destined for a vertex q. The following three cases may arise:

(1) q = p. Capture the packet.

(2) q �= p and q �= s. Choose any vertex v ∈ H(p)q .

(3) q �= p and q = s. Choose any vertex v ∈ L(p)q .

The proof of correctness of the protocol directly follows from lemma 3. Case 1 is
obvious. In case 2, the packet eventually reaches the sink vertex q visiting the vertices of
increasing st-numbers, since such a path always exists. In case 3, the packet eventually
reaches the source vertex s, visiting the vertices with decreasing st-numbers.

A few words may be said about the flexibility and robustness of the protocol. When
|H(p)q| > 1 for any vertex p and any destination q, the vertex p has more than one ver-
tices to choose from. So, if the chosen link to the neighbor (edge) or the chosen neighbor
(vertex) fails, or if the chosen link is congested, p can detect it using an acknowledging
mechanism, and then try another vertex r ∈ H(p)q . If all the vertices of H(p)q are tried
and failed, the packet may be backtracked to a vertex u ∈ L(p)q , and then try all the
vertices in H(u)q − {p}. This way all the alternative paths can be tried systematically.
Same method works if the destination is s, in which case the vertices of H(p)q are used
for backtracking.

Now, we should find a unique way to choose the source vertex s for the whole
graph. We can choose s or source router using any election technique. But in practice
we can have a dummy s node, having dummy edges (s, u), for all u ∈ V (G). In this
situation, as we do not have to send any packet to s, for routing packets, it is enough to
consider cases 1 and 2 as described above.

In a network with a single st-number (say, ith st-number), if a packet is generated
by the source and each and every node transmits the packet only to all the nodes with
higher st-numbers, that is nodes in the H(p)i list for any p and p, i ∈ V (G), every node
of the network will eventually receive the packet. This type of transmission resembles
broadcast routing.
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4.2. Dynamic st-routing protocol

We may now consider a dynamic scenario of the network, where nodes may come up
or may go down from time to time. It is feasible to re-build the routing table from the
scratch, as computation for st-numbering is cheap. In spite of that, here we propose
more simpler protocols to update the routing tables when the network topology changes
due to addition of a new node or deletion of an existing node.

4.2.1. Adding a new node (vertex)
First we try to add a vertex. Since the graph should always be biconnected, whenever a
new node is added to the network, it should have at least two different adjacent neigh-
bors. Say, a new vertex u is to be added to an n-vertex graph G = (V , E), and the
neighbors of u consist of k vertices a1, a2, . . . , ak.

Assuming that the k neighbors a1, a2, . . . , ak of u have st-numbers n1, n2, . . . , nk,
respectively, in the ith st-numbering (1 < i � n) of the network, and nj < nj+1 for
all 1 � j < k. nu can be chosen as the st-number of the new vertex u, where n1 <

nu � nk. At the first step, vertex u needed to be added to H(a1)i, H(a2)i, . . . , H(al)i

and L(al+1)i , L(al+2)i, . . . , L(ak)i such that nl is the largest number less than nu. At
the next step, H(u)i and L(u)i should be prepared as H(u)i = {a1, a2, . . . , al} and
L(u)i = {al+1, al+2, . . . , ak}. Finally, all STNum(p)i � nu, where p ∈ V (G), should
be incremented by one and STNum(u)i = nu should be formally assigned. This last step
for updating the STNum list is not necessary, if the lists for STNum are not physically
maintained.

Here the choice of a number nu between n1 and nk as the st-number for u does
matter. If we choose a number nearer to nn less number of vertices should change their
st-numbers, if the STNum list is maintained. If a number nearer to n1 is chosen, we
get better number of options for routing without backtracking, because there is a greater
number of vertices in the list H(u)i .

All these updates for the tables of ith st-numbering should be made for all i from 2
to n. Then a new st-numbering taking the vertex u as the sink (the uth st-numbering) will
be computed and a new row H(p)u will be added to the table H(p) for every vertex p

and a new row L(p)u will be added to the table L(p) for every vertex p in G. The list
STNum(p) for every p will also include a new number STNum(p)u, if the STNum list is
maintained.

4.2.2. Deleting an existing node (vertex)
Lets u be a vertex of a biconnected graph G and assume that the node representing
router u has gone down. According to the assumption, we can still apply st-routing
protocol, if the graph G continues to be a biconnected graph. In that situation, let v

be any of the adjacent vertices of u and u ∈ H(v)i for some valid i. We can safely
remove u from H(v)i. Problem arises, if |H(v)i| becomes 0 after the removal of u. In
this case v can route packet to w ∈ L(v)i. We can find such a w, since from lemma 1 we
can conclude that if G is a biconnected graph and |H(v)i| = 0, then |L(v)i| � 2 must
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hold. w can detect that the packet is a backtracked packet and can take necessary steps
to forward it. The packet will eventually reach the destination, as from lemma 1 there
must exist at least another path to node i that does not include v.

Similar procedures can be applied to other adjacent vertices of u. And finally, we
can remove the rows H(q)u and L(q)u from routing tables of all q ∈ V (G).

5. Performance analysis

In section 5.1, we describe our simulation model to analyze the performance of our
proposed protocol. We also compare the performance of st-routing with shortest path
routing in section 5.2.

5.1. Simulation model

In our empirical study, we compare the performance of our proposed routing protocol
with the static shortest path routing protocol. For the simulation randomly generated
graph is taken. To simplify the simulation model, control messages are not considered.
In our study, to evaluate the performance of the protocols, we consider total number of
packet delivered to the destination as the performance metric.

A custom and event driven simulation tool is built using C++ for performance mea-
surement. Each simulation is run for one hour of simulation clock. Each communication
link is considered to have a bandwidth of 1 MB/s. Each router is assumed to have a fixed
size buffer to queue incoming packets. The cost function, considered for the shortest
path routing, is assumed to be depended on several factors of the network: bandwidth,
length and data transmission speed of the communication link. It is assumed that cost is
proportional to the length of the communication link and inversely proportional to speed
and bandwidth.

While choosing next hop, st-routing protocol uses a simple heuristic. It chooses
the next hop that has the least expected queuing delay. To search such a link only the
routers in H(p)q is considered, where p is current router and q is the final destination,
as described in section 4.

5.2. Simulation results

The result of the simulation is presented in figure 2. From the figure, it can be found
that the proposed routing protocol is able to deliver more packets in a given amount of
time than the all pair shortest path routing protocol. But if the network is too much
congested, the performance of the proposed routing protocol degrades. To analyze this
characteristic, it is required to note that the proposed protocol does not consider cost of
the path. As a result, on an average delivering each packet is costlier than the all pair
shortest path protocol. For fair network load, multiple paths help to do load balancing in
the network and results in higher throughput. But for higher network load, the increased
consumption of resources results in lower throughput.
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Figure 2. Comparison between shortest path routing and st-routing protocols based on throughput.

6. Conclusion

In this paper we proposed a new routing protocol called st-routing protocol based on
st-numberings of graphs. We have presented necessary techniques and required data
structures for our proposed protocol.

For a network of n routers, st-routing protocol requires memory of O(nd), where d

is the maximum degree of the corresponding graph. This is extreme for even some
middle range network. This requirement can be reduced by fixing the length of the
list H(q) and L(q) for a router q. This will decrease the memory requirement to O(n).

In a network with a single st-number, if a packet is generated by the source and
each and every node transmits the packet only to all the nodes with higher st-number,
every node of the network will eventually receive the packet. This type of transmission
resembles broadcast routing.

Though some fields for implementation is mentioned, the protocol is not free
from limitations. In our st-routing protocol we assumed that the network is bicon-
nected from the reliability point of view and the entire topology of the network is
known. A distributed algorithm for computing an st-numbering of a graph is known
which can compute an st-numbering of a biconnected graph based on local charac-
terization of a biconnected graph [Aranha and Rangan, 3]. Using that algorithm we
are now trying to adapt our protocol in the case where the entire topology is not
known.
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